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ABSTRACT 
Topic Segmentation is the task of breaking documents into 
topically coherent multi-paragraph subparts. In particular, Topic 
Segmentation is extensively used in Passage Retrieval and Text 
Summarization to provide more coherent results by taking into 
account raw document structure. However, most methodologies 
are based on lexical repetition that show evident reliability 
problems or rely on harvesting linguistic resources that are 
usually available only for dominating languages and do not apply 
to less favored and emerging languages. Moreover, most systems 
have been evaluated using Choi’s data set [1] which is biased for 
systems using mostly lexical repetition. As a consequence, these 
systems are not tested in real-world environments and their 
application may prove worst results than presented in the 
literature. In order to tackle all these drawbacks, we present an 
innovative Topic Segmentation system based on a new 
informative similarity measure based on word co-occurrences and 
evaluate it on a set of web documents within which Multiword 
Units have previously been identified. 

Categories and Subject Descriptors 
H.3.1 [Information Storage and Retrieval]: Content Analysis 
and Indexing – abstracting methods.  

General Terms 
Algorithms, Measurement, Experimentation. 

Keywords 
Unsupervised Topic Segmentation, Evaluation on Single Domain 
Web Documents, Text Summarization, Passage Retrieval. 

1. INTRODUCTION 
This paper introduces a new technique for improving access to 
information dividing lengthy documents into topically coherent 
sections. This research area is commonly called Topic 
Segmentation and can be defined as the task of breaking 
documents into topically coherent multi-paragraph subparts.  

In order to provide solutions to access useful information from the 
ever-growing number of documents on the web, such 
technologies are crucial as people who search for information are 
now submerged with unmanageable quantities of texts. 
For that purpose, Topic Segmentation has extensively been used 
in Information Retrieval and Text Summarization. In the context 
of Information Retrieval, it is clear that some user should prefer a 
document in which the occurrences of a word are concentrated 
into one or two paragraphs since such a concentration is more 
likely to contain a definition of the queried concept and as a 
consequence the system is more likely to retrieve useful 
information. This particular research domain is usually called 
Passage Retrieval and proposes techniques to extract fragments of 
texts relevant to a query [2][3][4]. In the context of Text 
Summarization, Topic Segmentation is usually used as the basic 
text structure in order to apply sentence extraction and sentence 
compression techniques [5][6][7]. 
In this paper, we present an innovative Topic Segmentation 
system based on a new informative similarity measure that takes 
into account word co-occurrence in order to avoid the 
accessibility to existing linguistic resources such as electronic 
dictionaries or lexico-semantic databases. In particular, our 
architecture solves three main problems evidenced by previous 
research. First, systems based uniquely on lexical repetition show 
reliability problems [8][9][10][11][12] as common writing rules 
prevent from using lexical repetition. Second, systems based on 
lexical cohesion, using existing linguistic resources that are 
usually only available for dominating languages like English, 
French or German, do not apply to less favored and emerging 
languages [13][14]. Third, systems that need previously existing 
harvesting training data [15] do not adapt easily to new domains 
as training data is usually difficult to find or build depending on 
the domain being tackled. Instead, our architecture proposes a 
language-independent unsupervised solution, similar to [16][17], 
defending that Topic Segmentation should be done “on the fly” 
on any text thus avoiding the problems of 
domain/genre/language-dependent systems that need to be tuned 
each time one of these parameters changes (domain, genre or 
language). 
In order to show the results of our system in real-world 
conditions, we propose two different evaluations on a set of web 
documents: (1) one based only on words and (2) one based on the 
set of documents within which multiword units have previously 
been identified “on the fly”. Unlike other methodology that have 
been evaluated on Choi’s data set [1] which relies on small texts 
of different domains within which lexical repetition is high, we 
propose an evaluation on real-world texts where lexical 
distribution does not overuse repetition. In particular, we show 
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that the introduction of semantic information into the set of 
documents such as Multiword Units leads to better results.  
This paper is divided into five sections. First, we show the main 
differences between our work and the existing ones, in particular 
the systems proposed by [16] and [17]. Second, we show the 
weighting process of each word of the input text corpus. Third, 
we introduce our main innovation i.e. the informative similarity 
measure. Fourth, we define how subparts can be elected from the 
values of the informative similarity measure. And fifth, we 
propose an evaluation on a real-world situation using “on the fly” 
identification of Multiword Units. 

2. RELATED WORK 
[8], [9] and [12] have proposed different architectures based on 
lexical item1 repetition: respectively, TextTiling, Dotplotting and 
the Link Set Median Procedure. However, it has been proved that 
systems based on lexical repetition are not reliable when applied 
to non-technical texts without small controlled vocabularies. For 
instance, articles in newspapers tend to avoid word repetition. In 
fact, good writing should avoid word repetition. As a 
consequence, these techniques can only be applied to technical 
texts where synonyms rarely exist for a given concept so that 
word repetition is almost compulsory.  
In order to avoid these limitations, [14] has proposed an 
architecture based on a Semantic Network built from the English 
Dictionary (LDOCE) from which lexical cohesion can be fine-
grained induced. First, [13] had proposed a discourse 
segmentation algorithm based on lexical cohesion relations called 
lexical chains using Roget’s thesaurus. However, these linguistic 
resources are not available for the majority of languages so that 
their application is drastically limited and as a consequence do not 
apply to less favored and emerging languages. 
In order to avoid the use of huge linguistic resources, [15] have 
proposed a technique for identifying document boundaries using 
statistical techniques. So, they built statistical models within a 
framework which incorporated a number of cues about the story 
boundaries such as the appearance of particular words before a 
boundary and the appearance of cue words in the beginning of the 
previous sentence of a boundary. Unfortunately, this work is 
limited by the need of previously existing harvesting training data 
as it proposes a supervised solution to the problem of Topic 
Segmentation. Once more, it lacks in flexibility as new training is 
necessary when the genre/domain/language change.  
It is clear that unsupervised language-independent techniques that 
automatically induce some degree of semantics propose a 
promising solution to solve all the exposed problems. [16] and 
[17] have proposed such techniques. [16] proposes to identify a 
lexical network based on word collocation frequency statistics 
and cluster analysis. However, he does not propose a classical 
Topic Segmentation technique but rather a Topic Detection 
system as he does not output boundaries in the text. [17] propose 
a Topic Segmentation technique based on the Local Content 
Analysis [18] allowing to substituting each sentence with words 
and phrases related to it. A pairwise similarity measure is then 
calculated between all transformed sentences and then introduced 
into a final score in order to find at each point in the corpus the 
best block that maximizes the score function. The important point 
                                                                 
1 A lexical item can be a sequence of characters, a stem, a 
morphological root, a word or an ngram. 

to focus on is the use of the Local Content Analysis that 
introduces some degree of semantics to the system without 
requiring harvesting linguistic resources and thus reducing the 
problem of word repetition. In order to introduce endogenously 
acquired semantic knowledge, [19] has also proposed to 
automatically extract collocations from texts in order to compute 
semantic similarity measures2.  
Although our approach tends to stand to the basic ideas of these 
unsupervised methodologies, we differ from them as we clearly 
pose the problem of word weighting for the specific task of Topic 
Segmentation. Indeed, most of the presented systems only rely on 
frequency and/or the tf.idf measure proposed by [20][21] of their 
lexical items. However, we deeply think that better weighting 
measures can be proposed. For that purpose, we introduce a new 
weighting score based on three heuristics: the well-known tf.idf 
measure, the adaptation of the tf.idf measure for sentences, the 
tf.isf, and a new density measure that calculates the density of 
each word in the text. Moreover, in order to introduce a certain 
degree of semantics in our system, we propose a new informative 
similarity measure that includes in its definition the Equivalence 
Index Association Measure proposed by [22] so that word co-
occurrence information is directly embedded in the calculation of 
the similarity between blocks of sentences. Thus, unlike [17], we 
propose a well-founded mathematical model that deals with the 
word co-occurrence factor. Finally, like classical methodologies, 
our system then calculates the similarity of each sentence in the 
corpus with the previous block of k sentences and the next block 
of k sentences and then elects the best text boundaries based on 
the standard deviation algorithm proposed by [8]. 

3. WEIGHTING SCORE 
Our algorithm is based on the vector space model which 
determines the similarity of neighboring groups of sentences and 
places subtopic boundaries between dissimilar blocks. In our 
specific case, each sentence in the corpus is evaluated in terms of 
similarity with the previous block of k sentences and the next 
block of k sentences.  
The simplest form of the vector space model treats a document (in 
our case, a sentence or a group of sentences) as a vector whose 
values correspond to the number of occurrences of the words 
appearing in the document as in [8]. Although [8] showed 
successful results with this weighting scheme, we strongly believe 
that the importance of a word in a document does not only depend 
on its frequency. Indeed, frequency can only be reliable for 
technical texts where ambiguity is drastically limited and word 
repetition largely used. But unfortunately, these documents are an 
exception in the global environment of the internet for example. 
According to us, two main factors must be taken into account to 
define the relevance of a word for the specific task of Topic 
Segmentation: its semantic importance, based on its frequency but 
also on its inverse document frequency (idf) [20][21] and its 
distribution across the text. For that purpose, we propose a new 
weighting scheme based on three heuristics: the well-known tf.idf 
measure, the adaptation of the tf.idf measure for sentences, the 
tf.isf, and a new density measure that calculates the density of 
each word in the text. 
 

                                                                 
2 We will show in our final section that this methodology proves 

to lead to encouraging results. 



3.1 The tf.idf Score 
The basic idea of the tf.idf score [21] is to evaluate the importance 
of a word within a document based on its frequency (i.e. frequent 
words within a document may reflect its meaning more strongly 
than words that occur less frequently) and its distribution across a 
collection of documents (i.e. terms that are limited to a few 
documents are useful for discriminating those documents from the 
rest of the collection). The tf.idf score is defined in equation 1 
where w is a word and d a document. 
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For each w in document d, we compute its relative term 
frequency, i.e. the number of occurrences of w in d, tf(w; d), 
divided by the number of words in d, |d|. We then compute the 
inverse document frequency of w [20] by taking the log2 of the 
ratio of N, the number of documents in our experiment, to the 
document frequency of w, i.e. the number of documents in which 
the word w occurs (df(w)). 
 

However, not all relevant words in a document are useful for 
Topic Segmentation. For instance, relevant words appearing in all 
sentences will be of no help to segment the text into topics. For 
that purpose, we extend the idea of the tf.idf to sentences. 
 

3.2 The tf.isf Score 
The basic idea of the tf.isf score is to evaluate each word in terms 
of its distribution over the document. Indeed, it is obvious that 
words occurring in many sentences within a document may not be 
useful for Topic Segmentation purposes. So, we will define the 
tf.isf to evaluate the importance of a word within a document 
based on its frequency within a given sentence and its distribution 
across all the sentences within the document. The tf.isf score is 
defined in equation 2 where w is a word and s a sentence. 
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For each w in s, we compute its relative sentence term frequency, 
that is the number of occurrences of w in s, stf(w; s),  divided by 
the number of words in s, |s|. We then compute the inverse 
sentence frequency of w by taking the log2 of the ratio of Ns, the 
number of sentences within the document, to the sentence 
frequency of w, i.e. the number of sentences in which the word w 
occurs (sf(w)). As a result, a word occurring in all sentences of the 
document will have an inverse sentence frequency 0 giving it no 
chance to be a relevant word for Topic Segmentation. On the 
opposite, a word which occurs very often in one sentence but in 
very few other sentences will have a high inverse sentence 
frequency as well as a high sentence term frequency and thus a 
high tf.isf score. Consequently, it will be a strong candidate for 
being a relevant word within the document for the specific task of 
Topic Segmentation. 
However, we can push even further our idea of word distribution. 
Indeed, a word w occurring 3 times in 3 different sentences may 
not have the same importance in all cases. Let’s exemplify. If the 
3 sentences are consecutive, the word w will have a strong 
influence on what is said in this specific region of the text. On the 
opposite, it will not be the case if the word w occurs in the first 
sentence, in the middle sentence and then in the last sentence.  It 

is clear that we must take into account this phenomenon. For that 
purpose, we propose a new density measure that calculates the 
density of each word in a document. 
 

3.3 The Word Density Score 
The basic idea of the word density measure is to evaluate the 
dispersion of a word within a document. So, very disperse words 
will not be as relevant as dense words. In order to evaluate the 
word density, we propose a new measure based on the distance of 
all consecutive occurrences of the word in the document. We call 
this measure dens and is defined in equation 3. 
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For any given word w, its density dens(w,d) in document d, is 
calculated from all the distances between all its occurrences, |w|. 
So, occur(k) and occur(k+1) respectively represent the positions 
in the text of two consecutive occurrences of the word w and 
dist(occur(k), occur(k+1)) calculates the distance that separates 
them in terms of words within the document. Thus, by summing 
their inverse distances, we get a density function that gives higher 
scores to highly dense words.  As a result, a word, the occurrences 
of which appear close to one another, will show small distances 
and as a result a high density. On the opposite, a word, the 
occurrences of which appear far from each other, will show high 
distances and as a result a small word density. 
 

3.4 The Weighting Score 
The weighting score of any word in a document can be directly 
derived from the previous three heuristics. As a matter of fact, by 
combining these three scores, we deal with the two main factors 
that must be taken into account to define the relevance of a word 
for the specific task of Topic Segmentation: its semantic 
importance and its distribution across the document. A 
straightforward definition of the weighting score is given in 
equation 4 where each score is normalized so that they can be 
combined. 
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The next step of the application of the vector space model aims at 
determining the similarity of neighboring groups of sentences. For 
that purpose, it is important to define an appropriate similarity 
measure. That is the objective of our next section. 

4. SIMILARITY BETWEEN SENTENCES 
There are a number of ways to compute the similarity between 
two documents, in our case, between a sentence and a group of 
sentences. Theoretically, a similarity measure can be defined as 
follows. Suppose that Xi = (Xi1, Xi2, Xi3,…, Xip) is a row vector of 
observations on p variables associated with a label i. The 
similarity between two units i and j is defined as Sij = f(Xi,Xj) 
where f is some function of the observed values. In the context of 
our work, the application of a similarity measure is 
straightforward. Indeed, Xi may be regarded as the focus sentence 
and Xj as a specific block of k sentences, each one being 
represented as p-dimension vectors, where p is the number of 
different words within the document and where Xib may represent 
the weighting score of the bth word in the document also 



appearing in the focus sentence Xi. Our goal here is to find the 
appropriate f function that will accurately evaluate the similarity 
between the focus sentence and the blocks of k sentences. Most 
applications in Natural Language Processing have used the cosine 
similarity measure. However, we will show that it evidences 
problems, like all other similarity measures proposed so far.  
 

4.1 The Drawback of Similarity Measures 
The cosine similarity (Equation 5) determines the angle between 
the vectors associated to two documents (in our case, the focus 
sentence and a group of k sentences). However, when applying 
the cosine similarity between two documents, only the identical 
indexes of the row vectors Xi and Xj will be taken into account i.e. 
if both documents do not have words in common, they will not be 
similar at all and will receive a cosine value of 0. However, this is 
not tolerable. Indeed, it is clear that both sentences (1) and (2) are 
similar although they do not share any word in common: 
 

(1) Ronaldo defeated the goalkeeper once more. 
(2)  Real Madrid striker scored again.  
 

The most interesting idea to avoid word repetition problems is 
certainly to identify lexical cohesion relationships between words. 
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Indeed, systems should take into account semantic information 
that could, for instance, relate Ronaldo to Real Madrid striker. 
For that purpose, many authors have proposed to computationally 
identify these relationships (in particular, the synonym relation) 
using large linguistic resources such as Wordnet [6][23], Roget’s 
thesaurus [13] or LDOCE [14]. However, these huge resources 
are only available for dominating languages and as a consequence 
do not apply to less favored languages.  
 

4.2 The Informative Similarity Measure 
A much more interesting research direction is proposed by [17] 
that propose a Topic Segmentation technique based on the Local 
Content Analysis [18], allowing substituting each sentence with 
words and phrases related to it. Our methodology is based on this 
same idea but differs from it as the word co-occurrence 
information is directly embedded in the calculation of the 
similarity between blocks of sentences thus avoiding an extra-step 
in the topic boundaries discovery. Another direct contribution is 
that, unlike [17], we propose a well-founded mathematical model 
that deals with the word co-occurrence factor. For that purpose, 
we propose a new informative similarity measure that includes in 
its definition the Equivalence Index Association Measure (EI) 
proposed by [22] that has shown successful results in our different 
research works [24] [25]. It is defined in equation 6. 
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The Equivalence Index between words w1 and w2 is calculated 
within a word-context window in order to determine the 

frequency between w1, and w2 (f(w1, w2)) and from a collection of 
documents so that we can evaluate the degree of cohesiveness 
between two words outside the context of the document. This 
collection can be thought as the overall web, from which we are 
able to infer with maximum reliability the “true” co-occurrence 
between two words as it is done in [24]. 
So, the basic idea of our informative similarity measure is to 
integrate into the cosine measure the word co-occurrence factor 
inferred from a collection of documents with the Equivalence 
Index association measure. This can be done straightforwardly as 
defined in equation 7 where EI(Wik,Wjl) is the Equivalence Index 
value between Wik, the word that indexes the vector of the 
document i at position k, and Wjl, the word that indexes the vector 
of the document j at position l. In fact, the informative similarity 
measure can simply be explained as follows. Let’s take the focus 
sentence Xi and a block of sentences Xj. For each word in the 
focus sentence, then for each word in the block of sentences, we 
calculate the product of their weights and then multiply it by the 
degree of cohesiveness existing between those two words 
calculated by the EI. As a result, the more relevant the words will 
be and the more cohesive they will be, the more they will 
contribute for the cohesion within the text and will not contribute 
for a topic shift. 

( )

( )

( ) ( )jljk
p

k

p

l
jljkilik

p

k

p

l
ilik

jlik
p

k

p

l
jlik

jiij

WWEIXXWWEIXX

WWEIXX

XXS

,,

,

,infosimba

1 11 1

1 1

×××××

××

==

∑∑∑∑

∑∑

= == =

= = (7)

The next step of the application aims at placing subtopic 
boundaries between dissimilar blocks. For that purpose, we 
propose a detection methodology based on the standard deviation 
algorithm proposed by [8]. 

5. TOPIC BOUNDARY DETECTION 
Different methodologies have been proposed to place subtopic 
boundaries between dissimilar blocks depending on the models 
used to determine similarity between blocks of sentences [8] [14] 
[15][17][26]. In fact, it is difficult to judge any methodology as 
they differ depending on the research approach. For that purpose, 
we propose a new methodology based on ideas expressed by 
different research. Taking as reference the idea of [17] who take 
into account the preceding and the following contexts of a 
segment, we calculate the informative similarity of each sentence 
in the corpus with its surrounding pieces of texts i.e. its previous 
block of k sentences and its next block of k sentences. The basic 
idea is to know whether the focus sentence is more similar to the 
preceding block of sentences or to the following block of 
sentences. In order to evaluate this preference in an elegant way, 
we propose a score for each sentence in the text in the same way 
[15] compare short and long-range models. Our preference score 
(ps) is defined in equation 8. 
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So, if ps(Si) is positive, it means that the focus sentence Si is more 
similar to the previous block of sentences, Xi-1. Conversely, if 
ps(Si) is negative, it means that the focus sentence Si is more 



similar to the following block of sentences, Xi+1. In particular, 
when ps(Si) is near 0, it means that the focus sentence Xi is similar 
to both blocks and so we may be in the continuity of a topic. In 
order to illustrate the variations of the ps score, we show, in 
Figure 1, an experiment made with five texts taken from the web 
with five different topics. 
 

 
Figure 1: Preference score variation 

 

In order to better understand the variation of the ps score, each 
time its value goes from positive to negative between two 
consecutive sentences, there exits a topic shift. We will call this 
phenomenon a downhill. In fact, it means that the previous 
sentence is more similar to the preceding block of sentences and 
the following sentence is more similar to the following block of 
sentences thus representing a shift in topic in the text. However, 
not all downhills identify the presence of a new topic in the text. 
Indeed, only deeper ones must be taken into account. They are 
represented in white in Figure 1 and represent the correct changes 
in topic. In order to automatically identify these downhills, and as 
a consequence the topic shifts, we adapt the algorithm proposed 
by [8] to our specific case. So, we propose a threshold that is a 
function of the average and the standard deviation of the 
downhills depths. A downhill is simply defined in equation 9 
whenever the value of the ps score goes from positive to negative 
between two consecutive sentences Si and Si+1. 

( ) ( ) ( )11, ++ −= iiii SpsSpsSSdownhill  (9)

Once all downhills in the text have been calculated, their mean x  
and standard deviation σ are evaluated. The topic boundaries are 
then elected if they satisfy the constraint expressed in equation 10 
where c is a constant to be tuned. 

( ) σcxSSdownhill ii +≥+ 1,  (10)

By applying this threshold, we obtain promising results for the 
discovery of topic boundaries for the specific case of web news 
segmentation. We illustrate these results in the next section. 

6. RESULTS 
Topic Segmentation systems [19][27][28] have usually been 
evaluated on [1]’s data set that represents the gold standard for 
evaluation. However, many authors have discussed the validity of 
this test corpus [19][23][27][28] and proposed their own test 
corpus. Indeed, [1]’s data set, also called c99, evidences two 
major drawbacks: (1) it deals with segments of different domains 
and (2) lexical repetition is high within each segment. We propose 
an illustration of the c99 corpus in Figure 2. 
 

The next question is whether board members favor their 
own social classes in their roles as educational policy-
makers. On the whole, it appears that they do not favor 
their own social classes in an explicit way. Seldom is 
there an issue in which class lines can be clearly drawn. 
A hypothetical issue of this sort might deal with the 
establishment of a free public junior college in a 
community where there already was a good private college 

which served the middle-class youth adequately but was 
too expensive for working-class youth. In situations of 
this sort the board generally favors the expansion of 
free education. 
Vincent G. Ierulli has been appointed temporary assistant 
district attorney, it was announced Monday by Charles E. 
Raymond, District Attorney. Ierulli will replace Desmond 
D. Connall who has been called to active military service 
but is expected back on the job by March 31. Ierulli, 29, 
has been practicing in Portland since November, 1959. 
 

Figure 2: Example of the C99 corpus (Directory 3-5, Text 7) 
 

However, it is clear that the c99 corpus does not apply for an 
evaluation oriented towards Text Summarization. Indeed, in this 
case, the texts must cover a single domain and intra-segment 
lexical repetitions are not used as much as in the c99 corpus. 
However, it is likely that there exist inter-segment lexical 
repetitions which unease the process of boundary detection. This 
situation is illustrated in Figure 3 where the inter-segments lexical 
repetitions are covered in yellow and the intra-segments lexical 
repetitions are covered in red. By tackling this particular situation, 
we propose a new challenge compared to other works that have 
been proposed so far and use test corpora based on multi-domain 
and multi-genre segments as in [19][23][28]. In fact, the most 
similar experiment, to our knowledge, is the one proposed by [27] 
who use the Mars novel.  However, their segments are 2650 
words-long while we deal with segments around 100 words each. 
In fact, we aim at proposing a fine-grained system capable of 
finding topic boundaries with high precision in a single domain 
and in short texts. To our knowledge, such a challenge has never 
been attempted so far.  
 

O avançado brasileiro, novo reforço do Sporting, revelou 
hoje que vai viajar rapidamente para Lisboa, com o 
objectivo de assinar pelos «leões», cumprir os habituais 
exames médicos e começar a trabalhar às ordens do técnico 
José Peseiro. «O meu empresário está aí em Lisboa e 
disse-me que estava tudo acertado. Neste momento eu já me 
considero como jogador do Sporting», realçou Mota, em 
declarações à Renascença. O ponta-de-lança «canarinho», 
que está de férias no Brasil, revela que vai precisar de 
algum tempo para alcançar o mesmo nível físico dos 
restantes companheiro: «Vou procurar ficar bem 
fisicamente o mais rapidamente possível para entrar em 
campo e ajudar o Sporting a conquistar mais vitórias.» 
Para concluir, Mota, que vai viajar amanhã rumo a 
Portugal, admitiu que tem falado com os seus empresários 
para saber mais informações da cidade e dos jogadores do 
Sporting: «Tenho falado com os empresários para saber 
mais do clube e dos jogadores.». 

O Nacional venceu esta noite na Choupana o Sporting por 
3-2, na partida que marcou a saída de Casemiro Mior do 
clube insular. Com este resultado, os «leões» 
desperdiçaram o deslize de FC Porto e também a 
oportunidade de ascender ao primeiro lugar isolado do 
pódio. Os primeiros minutos de jogo davam sinais de que o 
Sporting estava a entrar bem no jogo e de pretendia 
«aceitar» a oportunidade da véspera proporcionada pelo FC 
Porto, - que foi empatar a Coimbra ante o último 
classificado (0-0) e voltar assim a reassumir a liderança 
da SuperLiga. Mas cedo essa imagem foi desfeita, a falta 
de ideias dos jogadores leoninos e a sua consequente 
ineficácia permitiram à equipa da casa, que pouco fazia 
para se abeirar da baliza adversária, aproveitar dois 
erros defensivos e chegar ao golo. Uma falha de Polga à 
passagem pelo minuto 18 permite a Adriano abrir a 
contagem na Choupana. Dois minutos volvidos Emerson, 
livre de marcação, recebe o esférico e dilata a vantagem, 
fazendo o 2-0.   

Figure 3: Our Test corpus 
 

In order to evaluate our system, we propose two distinct 
experiments. First, we propose an evaluation on a set of web 
documents about a unique domain using words as the basic 



textual information. In a second experiment, we show that 
semantic knowledge automatically acquired from the text, 
embodied by Multiword Units, can improve previous results. For 
that purpose, we use the SENTA Software proposed by [29] that 
can be run “on the fly” due to its efficient implementation [30] 
and flexibility as it does not need any previous knowledge.  
In order to run our experiments, we built our own corpus by 
taking from two Portuguese soccer websites3  a set of 100 articles 
of approximatively 100 words each. Then, we built 10 test 
corpora by choosing randomly 10 articles from our database of 
100 articles4 leading to 10 texts of around 1000 words-long5.  
A classical way of evaluating retrieval systems is to use Precision, 
Recall and F-measure. So, we show the results obtained by our 
system on our test corpus in Table 1.  
 

Table 1. Quantitative Results 
 Without multiword units With multiword units 

 Measures c=-1.5 Measures c=-2 
Precision 0,64 Precision 0,58 

Recall 0,78 Recall 0,78 T1 
F-measure 0,70 F-measure 0,66 
Precision 0,67 Precision 0,73 

Recall 0,67 Recall 0,89 T2 
F-measure 0,67 F-measure 0,80 
Precision 0,80 Precision 1,00 

Recall 0,89 Recall 1,00 T3 
F-measure 0,84 F-measure 1,00 
Precision 0,73 Precision 0,64 

Recall 0,89 Recall 0,78 T4 
F-measure 0,80 F-measure 0,70 
Precision 0,60 Precision 0,64 

Recall 0,67 Recall 0,78 T5 
F-measure 0,63 F-measure 0,70 
Precision 0,73 Precision 0,62 

Recall 0,89 Recall 0,89 T6 
F-measure 0,80 F-measure 0,73 
Precision 0,80 Precision 0,82 

Recall 0,89 Recall 1,00 T7 
F-measure 0,84 F-measure 0,90 
Precision 0,64 Precision 0,64 

Recall 0,78 Recall 0,78 T8 
F-measure 0,70 F-measure 0,70 
Precision 0,60 Precision 0,45 

Recall 0,67 Recall 0,56 T9 
F-measure 0,63 F-measure 0,50 
Precision 0,70 Precision 0,80 

Recall 0,78 Recall 0,89 T10 
F-measure 0,74 F-measure 0,84 
Precision 0,69 Precision 0,69 

Recall 0,79 Recall 0,84 Average 
F-measure 0,73 F-measure 0,75 

 

The results are surprisingly good considering the challenging task 
we were facing. Indeed, by using words as basic textual units, the 
average F-measure reaches 73% being Recall 79% and Precision 
69%. After different tuning, the best results were obtained for the 
value c=-1.5.  
By using Multiword Unit identification, the results show slight 
improvements with an average F-measure value of 75% being 
Recall improved by 5% (84%) and Precision remaining 

                                                                 
3 http://www.abola.pt and http://www.ojogo.pt. 
4 We used the same methodology as [1] to build the test corpora 

although in a smaller scale. 
5 The chosen parameters of our experiments were the following: 

block size=2 sentences and EI window=10 words. 

unchanged (69%). In this second experiment, the best results were 
obtained with c=-2.The introduction of Multiword Units allows a 
bigger number of correct decisions compared to single word 
processing in some cases (T3 and T7 specifically). However, in 
other ones, word units work better than with the introduction of 
Multiword Units like in T9. In fact, when texts gather many small 
sentences, the ps(.) function show bad behavior. In particular, T9 
shows this particularity which is enhanced by the integration of 
Multiword Units leading to even worse results. In fact, by 
analyzing T9, we discovered that there were two sentences with 2 
words and one sentence with only one word6. 
In any case, these global results hide most of the behavior of our 
system and a more detailed evaluation is needed.  
 

Table 2. Qualitative Results 

 Without multiword units With multiword units 

 Match c=-1.5 Match c=-2 
A 7 A 7 
±1 2 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T1 

F 2 F 4 
A 6 A 8 
±1 2 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T2 

F 1 F 2 
A 8 A 9 
±1 1 ±1 0 
±2 0 ±2 0 
>2 0 >2 0 

T3 

F 1 F 0 
A 8 A 7 
±1 0 ±1 1 
±2 1 ±2 1 
>2 0 >2 0 

T4 

F 2 F 2 
A 6 A 7 
±1 2 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T5 

F 2 F 3 
A 8 A 8 
±1 1 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T6 

F 2 F 4 
A 8 A 9 
±1 1 ±1 0 
±2 0 ±2 0 
>2 0 >2 0 

T7 

F 1 F 2 
A 7 A 7 
±1 2 ±1 1 
±2 0 ±2 1 
>2 0 >2 0 

T8 

F 2 F 2 
A 6 A 5 
±1 2 ±1 2 
±2 0 ±2 0 
>2 0 >2 0 

T9 

F 2 F 4 
A 7 A 8 
±1 1 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T10 

F 2 F 1 
 

                                                                 
6 We are already working on a normalization measure that takes 

into account sentence length. 



As [9] evidences, Precision and Recall measures are overly strict. 
By taking into account only Precision and Recall, a hypothesized 
boundary close to a real segment boundary is equally detrimental 
to performance as one far from a boundary. This definitely should 
not be the case. In order to solve this problem, [15] proposed a 
metric that weights exact matches more than near misses and 
yields a single score. However, [15] observed that computing this 
metric requires some knowledge of the collection as parameters 
have to be tuned and as a consequence, performance comparison 
on different collections may be difficult. So, up-to-now, there is 
no standard evaluation measure that the community agrees on. As 
a consequence, we present, in Table 2, the qualitative results of 
our system where (1) A stands for the number of exact matches, 
(2) ± n stands for the number of boundaries that missed the true 
boundary for n sentences, (4) >2 stands for the number of 
boundaries that missed the true boundary for more than two 
sentences and (5) F stands for the boundaries that were proposed 
by the system that do not have any match in the test segmented 
text i.e. false boundaries. 
We can see from these results, which by taking into account, as 
correct boundaries, all A and near misses ± 1, that we would 
obtain between 84% and 89% F-measure as shown in Table 3. 
 

Table 3. Estimated Results 
Without multiword units With multiword units 
Precision 0,83 Precision 0,77 

Recall 0,95 Recall 0,93 
F-measure 0,89 F-measure 0,84 

 

The results presented in this section are promising as we deal with 
a very difficult challenge which is working without any linguistic 
knowledge, on the basis of small mono-domain texts with many 
inter-segments lexical repetitions. As we said earlier, to our 
knowledge, such a challenge has never been attempted so far. 
Although the quantitative and qualitative results show good 
figures, some work still need to be done, in particular, with 
respect to the sizes of the sentences in texts that cause some 
trouble in the topic boundary extraction. 

7. CONCLUSIONS AND FUTURE WORK 
In this paper, we have proposed a language-independent 
unsupervised Topic Segmentation system based on word-co-
occurrences that avoids the accessibility to existing linguistic 
resources such as electronic dictionaries or lexico-semantic 
databases. In particular, our architecture proposes a system that 
solves three main problems evidenced by previous research: 
systems based uniquely on lexical repetition that show reliability 
problems, systems based on lexical cohesion using existing 
linguistic resources that are usually available only for dominating 
languages and as a consequence do not apply to less favored and 
emerging languages and finally systems that need previously 
existing harvesting training data. To our point of view, our main 
contribution to the field is the definition of a new similarity 
measure, the informative similarity measure, infosimba, that 
proposes a well-founded mathematical model that deals with the 
word co-occurrence factor and avoids an extra step in the 
boundary detection compared to the solution introduced by [17]. 
Our evaluation has shown promising results both with word units 
and Multiword Units. Indeed, by using words as basic textual 
units, the average F-measure reaches 73% being Recall 79% and 
Precision 69%. Comparatively, by using Multiword Unit 
identification, the results show slight improvements with an 

average F-measure value of 75% being Recall improved by 5% 
(84%) and Precision remaining unchanged (69%). 
However, the existence of three main parameters (the block size, 
the window size to calculate the association measure and the topic 
discovery threshold) may introduce some drawbacks in our 
solution, although it also provides interesting properties. We will 
start with the properties. Thanks to the existence of these 
parameters, fine-tuning of Topic Segmentation can be done. 
Indeed, depending on the type of the Topic Segmentation that is 
required (Topic Segmentation inside one main topic text or Topic 
Segmentation inside a webpage that contains drastically different 
news as in electronic newspapers), the adjustment of the 
parameters may allow a coherent segmentation. However, the 
existence of parameters is a drawback for totally flexible systems. 
Indeed, these parameters need to be tuned depending on the 
wanted application and are usually evaluated by experimentation 
which introduces partial judgment. It is clear that theoretical work 
should be carried out in order to avoid the tuning of these 
parameters; maybe following [17] and [15] that propose research 
directions to avoid the tuning by experimentation. 
As immediate future work, we intend to test our system in 
different conditions of Topic Segmentation in order to find some 
clues that could help us in the definition of new theories to avoid 
parameter tuning. We will also experiment different association 
measures within the informative similarity measure in order to 
test whether drastically different results may be evidenced. 
Finally, we strongly think that more work must be done on the 
automatic boundary detection algorithm. In particular, we are 
convinced that better algorithms may be proposed based on the 
transformation of the representation of the ps(.) function into a 
graph or network. For that purpose, we would like to investigate 
possible solutions based on statistical mechanics of complex 
networks [33]. The system and its evolutions will be available for 
download as a GPL license at the following address: 
http://asas.di.ubi.pt. 
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