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ABSTRACT

In this paper, we consider the problem of building mod-
els that have high subjectivity classification accuracy across
domains. For that purpose, we present and evaluate new
methods based on multi-view learning using both high-level
(i.e. linguistic features for subjectivity detection) and low-
level features (i.e. unigrams and bigrams). In particular,
we show that multi-view learning, combining high-level and
low-level features with adapted classifiers, can lead to im-
proved results compared to one of the state-of-the-art algo-
rithms called Stochastic Agreement Regularization. In par-
ticular, the experiments show that dividing the set of char-
acteristics into three views returns the best results overall
with accuracy across domains of 91.3% for the Class-Guided
Multi-View Learning Algorithm, which combines both Lin-
ear Discriminant Analysis and Support Vector Machines.

Categories and Subject Descriptors

1.2.6 [Learning]: Language Acquisition; 1.2.7 [Natural
Language Processing]: Text Analysis

General Terms

Algorithms, Experimentation.

Keywords

Cross-Domain, Subjectivity Learning, Multi-View Learning,
Sentiment Analysis.

1. INTRODUCTION

Over the past few years, an increasing number of publi-
cations have been focusing on classification of sentiment in
texts. However, as first stated in [1, 9, 4], most research has
focused on the construction of models within particular do-
mains and have shown difficulties to cross thematic spheres.
As a consequence, a great deal of studies have been focusing
on cross domain sentiment classification [2, 10, 24, 27, 21,
30, 5, 11, 14].
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However, most papers deal with polarity as the essence of
subjectivity. But subjectivity can be expressed in different
ways as proposed in [20] such as evaluation (positive or neg-
ative), specificity (clear or vague), proximity (near or far so-
cial proximity), intensity (more or less) and certainty (confi-
dent or doubtful). This model is usually called the appraisal
model. Moreover, the approaches proposed so far have been
tested over the well-known Amazon data set! made of re-
views of Amazon products gathered by [2] and labelled as
either positive or negative. Although this data set is useful
for evaluation purposes, a question must be raised about the
kind of information learnt: “Do the models learn text polar-
ity for specific text genres or not?”. Indeed, the fact that
all texts are product reviews (usually literacy criticism by
lay writers) may influence the way polarity is learnt. At the
end, cross domain polarity classifiers can be obtained with
high accuracy results, but they certainly depend on a par-
ticular text genre (i.e. product reviews). As a consequence,
in this paper, we will focus on subjectivity classification and
not just polarity, and we will test our models on a new data
set gathering texts from different domains and genres.

Within cross domain sentiment classification, four main
approaches can be distinguished. One possible approach is
to train a classifier on a domain-mixed set of data instead of
training it on one specific domain as proposed in [1, 4]. An-
other possibility is to propose high-level features, which do
not depend so much on topics such as part-of-speech statis-
tics or other semantic resources as in [9]. A third approach is
proposed by [2], also called the sentiment transfer approach,
which goal is to find words from different domains indicating
the same sentiment. This methodology has recently shown a
great impact in the field with works proposed by [24, 21, 30,
5, 14, 11]. In parallel, a fourth framework has also emerged
using multi-view learning as in [10, 27], which overall idea
is to propose an agreement learning model, which should
satisfy both the restrictions of the source domain and the
target domain. Theoretically, the last approach shows great
potential and will be the main focus of our work.

Thus, in this paper, we introduce different multi-view
learning algorithms using both high-level features (e.g. level
of affective words, level of abstraction of nouns) and low-
level characteristics (e.g. unigrams, bigrams) to learn sub-
jective language across domains. In particular, we will (1)
build a new data set for subjectivity learning, (2) propose a
new feature for cross domain subjectivity classification, the
level of abstraction of nouns and (3) define different multi-
view learning algorithms based on the ideas of [10, 27]. We
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will finally show that dividing the set of characteristics into
three views and applying the new Class-Guided Multi-View
Learning Algorithm (C-GMVLA) lead to maximum perfor-
mance and outperform the stochastic agreement regulariza-
tion (SAR) algorithm [10], although simple Co-training [3] is
difficult to beat. Within this context, the best overall accu-
racy result reaches 91.3% by combining Linear Discriminant
Analysis (LDA) and Support Vector Machines (SVM) clas-
sifiers over our multi-domain multi-genre data set.

2. SENTIMENT MULTI-VIEW LEARNING

Over the past few years, multi-view learning proposals
have emerged for cross domain polarity classification. But
this approach has recently been neglected in favour of the
sentiment transfer approach, which has received great focus
by the research community [24, 21, 30, 5, 14, 11]. Neverthe-
less, we deeply believe that the multi-view learning approach
can lead to new insights in the field due to its adapted and
well-founded background for the specific task of cross do-
main subjectivity classification. Within this approach, [10]
propose a co-regularization framework for learning across
multiple related tasks with different output spaces. They
present a new algorithm for probabilistic multi-view learn-
ing, which uses the idea of stochastic agreement between
views as regularization. Their algorithm called Stochastic
Agreement Regularization (SAR) works on structured and
unstructured problems and generalizes to partial agreement
scenarios. For the full agreement case, their algorithm min-
imizes the Bhattacharyya distance between the models of
each of two views. In parallel, [27] proposes a co-training
approach to improve the classification accuracy of polarity
identification of Chinese product reviews. First, machine
translation services are used to translate English training
reviews into Chinese reviews as well as translate Chinese
test reviews and additional unlabelled reviews into English
reviews. Then, the classification problem can be viewed as
two independent views: the Chinese view with only Chinese
features and the English view with only English features.
Then, they use the Co-training algorithm [3] with an agree-
ment constraint and SVM to make full use of the two redun-
dant views of features. Experimental results show that the
proposed approach can outperform inductive and transduc-
tive classifiers. Based on these promising results of [10, 27],
we propose an exhaustive study of Co-training-based algo-
rithms and compare them with success to SAR, the state-
of-the-art multi-view learning algorithm in the field.

3. LEARNING DATA SETS

To perform our experiments, we built four different cor-
pora based on (1) three manually annotated well-known
standard corpora and (2) one automatically crawled from
web resources (i.e. Wikipedia texts and Weblogs), which
can be automatically annotated as objective or subjective
as proved in our previous works. As such, we aim to pro-
pose a new standard data set for cross domain subjectivity
(vs. polarity) classification. The first corpus (MPQA) is
based on the Multi-Perspective Question Answering Opin-
ion Corpus? [28, 29]. Based on the work done by [22] who
classify texts based only on their subjective/objective parts,
we built a corpus of 100 objective (resp. subjective) texts

2http://www.cs.pitt.edu/mpqa,/

by randomly selecting sentences from MPQA containing ex-
clusively subjective or objective phrases. This case repre-
sents the “ideal” case where all the sentences in subjective
or objective texts are respectively either subjective or objec-
tive. The second corpus (RIMDB) is based on the subjectiv-
ity dataset v1.0%, which contains 5000 subjective and 5000
objective sentences collected from movie reviews data [22].
Similarly to the MPQA corpus, we built a corpus of 100 ob-
jective (resp. subjective) texts by randomly selecting only
subjective or objective sentences. The third corpus (CHES)
was developed by [8] who manually annotated a data set of
objective and subjective documents*. For the fourth cor-
pus (WBLOG), the latent idea was to compare Wikipedia
texts and Weblogs to reference objective and subjective cor-
pora and show that Wikipedia texts are representative of
objectivity whereas Weblogs are representative of subjectiv-
ity. For that purpose, we proposed in previous works an
exhaustive evaluation based on (1) the Rocchio classifica-
tion method [25] for different part-of-speech tag levels and
(2) language modelling. Both results confirmed the initial
assumptions that texts from Wikipedia (resp. Weblogs) con-
vey objective (resp. subjective) contents. In order to build
our automatically labelled corpus from web resources, we
downloaded part of the static Wikipedia dump archive® and
automatically spidered Weblogs from different domains. As
such, we proposed a balanced multi-domain multi-genre data
set with 100 objective texts and 100 subjective texts.

4. CHARACTERIZING SUBJECTIVITY

In many works [23], low-level features (i.e. unigrams and
bigrams) have been used to characterize subjectivity. How-
ever, it is well-known that low-level features show critical
capacities to cross domain when directly included as fea-
tures in the learning process. As a consequence, studies
have proposed to use high-level features, which are statis-
tically relevant for subjectivity classification. For that pur-
pose, we used six well-known features and proposed a new
feature based on linguistic evidence of subjectivity, the level
of abstraction of nouns, which may represent specificity in
the appraisal model. The six classical features are: (1) the
proportion of affective words in texts using WordNet Affect
Lexicon [26], (2) the proportion of semantically oriented ad-
jectives in texts using the set of semantic orientation labels
assigned as in [12], (3) the proportions of dynamic adjectives
in texts using the set of dynamic adjectives manually iden-
tified by [13] and (4-6) the proportion of conjecture, marvel
and see verbs in texts using the classification of verbs avail-
able in [17].

As most of theses resources have been built on the idea of
characterizing subjectivity only based on polarity, we pro-
pose a new feature, which evaluates the average degree of
generality /specificity of a text using WordNet [19]. Indeed,
there is linguistic evidence that level of generality is a char-
acteristic of opinionated texts, i.e. subjectivity is usually
expressed in more abstract terms than objectivity. As a
consequence, we evaluate the level of abstraction of nouns
in a given text by counting the number of paths to the root
“entity” for all the nouns in the text, which are contained

3http://www.cs.cornell.edu/People/pabo/movie-review-
data/
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in WordNet. The higher the average the more objective the
text will be and vice versa. As such, we evidence the speci-
ficity feature of subjectivity of the appraisal model®.
Although the use of unigrams and bigrams is insufficient
to cross domains, the idea behind multi-view learning is that
meaningful (i.e. potential transfer unigrams or bigrams) can
be determined by multi-view classifiers trained over a source
domain and adjusted to a target domain. For that purpose,
we use tf.idf weights for all lemmas withdrawing stop words.
In all our experiments, one view will always be based on low-
level features, as this model will then be used for tests.

S. MULTI-VIEW ALGORITHMS

Multi-view learning for cross domain subjectivity classifi-
cation can be addressed following three different ideas. The
first approach is based on the idea that a cross domain clas-
sifier can be obtained by training two classifiers based on two
different views (or feature sets) on a source domain (labelled
data set) and tuning it over a target domain (unlabelled data
set) by imposing agreement. This is the idea of [10, 27]. The
second approach is based on the classical Co-training algo-
rithm proposed by [3], where no agreement is imposed and
unlabelled data from the target domain, which are classi-
fied with high confidence by any classifier are automatically
added to the new training set with the corresponding label
for the next iteration of the algorithm. The third approach
is based on the idea that at each iteration of the algorithm,
the best view (i.e. the best classifier) is used to label the
unlabelled data from the target domain and the most con-
fidently classified examples from the selected classifier are
added to the new training data set for the next iteration of
the algorithm. We call this technique, Guided Multi-View
Learning.

5.1 Learning with Agreement

[10] propose the Stochastic Agreement Regularization
(SAR) algorithm to deal with polarity cross domain classi-
fication. SAR models a probabilistic agreement framework
based on minimizing the Bhattacharyya distance [16] be-
tween models trained using two different views. It regular-
izes the models from each view by constraining the amount
by which it permits them to disagree on unlabelled instances
from a theoretical model.

Min L1 (61) + L2(62) + cEu[B(p1(61),p2(61))]. (1)

Their co-regularized objective, which has to be minimized,
is defined in Equation 1 where L, for ¢ = 1..2 are the
standard regularized loglikelihood losses of the probabilis-
tic models p1 and p2, Eu[B(p1,p2)] is the expected Bhat-
tacharyya distance between the predictions of the two mod-
els on the unlabelled data, and c is a constant defining the
relative weight of the agreement.

In parallel, [27] proposes a simple adaptation of the Co-
training algorithm by imposing an agreement constraint as
shown in Algorithm 1. The algorithm is called the Agree-
ment Co-training Algorithm (ACA). It is important to no-
tice that while [10] do not update the initial labelled data

5Tt is important to point that calculating the level of abstrac-
tion of nouns should be preceded by word sense disambigua-
tion. However, in practice, taking the most common sense
of each word gives similar results as taking all the senses on
average.

set from the source domain, this is not the case for [27], who
increases the source data set with confidently classified unla-
belled texts from the target domain in a common co-training
strategy.

Algorithm 1 The Agreement Co-training.

1: Input: L a set of labelled examples from one domain, U
a set of unlabelled examples from another domain
Output: Trained classifier H2

H1.AgreeList < {}

H2.AgreeList + {}

for k iterations do

Train a classifier H1 on view V1 of L
Train a classifier H2 on view V2 of L
Allow H1 and H2 to label U
for alld € U do
if H1.Class|d] = H2.Class[d] then
H1.AgreeList — H1.AgreeList U {<
d; H1.Class[d] >}
11: H2.AgreeList +—
d; H2.Class[d] >}

12: end if

13:  end for

14: L + L U {the most confidently predicted P pos-
itive and N negative examples from H1 on U €
H1.AgreeList}

15: L « L U {the most confidently predicted P pos-
itive and N negative examples from H2 on U €
H2.AgreeList}

16: end for

—_

H2.AgreeList U {<

One of the main drawbacks of the algorithm proposed by
[27] is that it may produce unbalanced data sets and as a
consequence bias the learning process. Indeed, from both
agree lists of H1 and H2, we may update the labelled list
with more positive examples than negative ones and vice
versa, as classifiers may agree more on one class than on an-
other. As a consequence, we propose to modify his algorithm
to balance the parameter values of P and N at each itera-
tion. So, if the number of predicted subjective or objective
documents is equal to 0, it is used as a stopping criterion.
Otherwise, the minimum number of positive or negative new
labelled examples is chosen to update the source labelled ex-
ample list L. This cycle is repeated for k iterations or until
there are no positive or negative candidate documents in the
agree lists. This method is called the Balanced Agreement
Co-training Algorithm (BACA). Another limitation of the
algorithm is that different classifiers may agree on the clas-
sification of the same unlabelled document but with huge
differences in confidence. To avoid this problem, we propose
to measure an “average” confidence value for all examples
for which there is agreement between classifiers so that the
highest “on average” new labelled examples are added to
L. For that purpose, after each classification on unlabelled
data, both agree lists are sorted by decreasing classification
confidence i.e. the best examples are at the top of the agree
lists. So, each document is located at one position in the
agree list of H1 and on another position in the agree list
of H2. Based on these two ranks in the different sorted
agree lists, we reckon a new rank, which is the average of
the ranks of the document d in both lists. Finally, we sort
the documents according to their new average rank, which
is their new confidence value. Then, the best P positive and



N negative examples are added to the labelled data set L
depending on their new confidence value. This method is
called the Balanced Agreement Co-training Algorithm Us-
ing Documents Rank (BACAUDR) and is directly adapted
from Algorithm 1.

5.2 Guided Learning

While all aforementioned algorithms propose an agree-
ment constraint to the learning process, the guided multi-
view learning paradigm can be seen as a competitive learning
process, where at each iteration of a Co-training-like algo-
rithm, the best classifier (i.e. the best view) is chosen to la-
bel unlabelled data and update the source domain data set.
Within this scope, we propose a new algorithm called the
Guided Multi-View Learning Algorithm (GMVLA), which
takes three main inputs: a set of labelled examples from
one domain (L), the source domain, the set of unlabelled
examples from another domain (U), the target domain, and
a validation (V' L) data set (i.e. a small set of labelled exam-
ples from the target domain). The proposed technique uses
the validation data set to guide the selection of new train-
ing candidates. At the end of each learning iteration, all
classifiers are applied to VL and receive an accuracy score.
As a consequence, P positive (i.e. subjective texts) and N
negative examples (i.e. objective texts) from U with higher
confidence values classified by the classifier with best accu-
racy are added to L. This method is described in Algorithm
2 for two views.

Algorithm 2 The Guided Multi-view Learning.

1: Input: L a set of labelled examples, U a set of unlabelled
examples, VL a small set of labelled examples from the
target domain
Output: Trained low-level classifier H?2

: for k iterations do

Train a classifier H1 on view V1 of L

Train a classifier H2 on view V2 of L

Apply H1 and H2 to VL

if H1.Acc[VL] > H2.Acc[V L] then
L + L U {the most confidently predicted P positive
and N negative examples from H1 on U}

8: else

9: L + L U {the most confidently predicted P positive
and N negative examples from H2 on U}

10:  end if

11: end for

Instead of relying only on the global accuracy over the
VL data set and choosing the corresponding classifier to
guide the learning process, one may choose the classifier with
higher precision for subjectivity to label the P positive ex-
amples from U and the classifier with higher precision for
objectivity to label the N negative examples from U. As
such, we can improve the classification problem. Therefore,
at each learning iteration, we compare the subjective preci-
sion and the objective precision obtained by each classifier
over the validation data set V' L and choose the best one for
each class. Here, unlike the previous method, we expect to
reduce the number of wrong examples added to the labelled
data set L mainly due to the fact that the best classifica-
tion accuracy of one classifier may exclusively be due to high
accuracy over only subjective or only objective predictions.
Indeed, with the GMVLA algorithm, we may label new ex-

amples from U as subjective or objective based on the classi-
fier with best accuracy overall although its precision over one
of the classes may be low. In this case, our method would
take subjective (resp. objective) examples from the best
subjective (resp. objective) classifier. This new algorithm
is called the Class-Guided Multi-View Learning Algorithm
(C-GMVLA) and can be straightforwardly defined from the
GMVLA.

6. EXPERIMENTS

In order to evaluate the differences between high-level and
low-level features, and in particular to assess the benefits of
the new proposed feature (i.e. the level of abstraction of
nouns), we first performed a comparative study across do-
mains on our four data sets. For the high-level features,
we took into account 7 features (affective words, dynamic
and semantically oriented adjectives, conjuncture verbs, see
verbs, marvel verbs and level of abstraction of nouns). For
the unigram and bigram feature representations, we used
all the lemmas” inside the corpora withdrawing stop words
and weighting lemmas with the classical tf.idf measure. For
the cross domain classification task, we proposed to train
a model based on one domain only and test the classifier
over all the other domains under a leave-one-out 5 cross val-
idation basis for both Linear Discriminant Analysis (LDA)®
and Support Vector Machines (SVM)9 classifiers. This pro-
cedure is repeated for the four domain corpora MPQA,
RIMDB, CHES and WBLOG. As a consequence, the results
presented in Table 1 can be expressed as the average results
of the classifier trained over a specific domain and tested
over all remaining data sets plus 20% of unseen examples of
the source domain.

V1 (Algo.) | MPQA | RIMDB | CHES | WBLOG
Uni. (SVM) | 58.8% | 64.4% | 69.9% | 63.9%
Bi. (SVM) | 57.5% | 66.9% | 66.5% | 62.3%
TF (SVM) | 63.1% | 70.5% | 70.9% | 70.2%
TF (LDA) | 69.4% | 73.5% | 73.9% | 74.6%
6F (LDA) | 67.4% | 67.9% | 71.6% | 73.0%

Table 1: Accuracy results across domain.

Best results overall are obtained for high-level features
with the WBLOG corpus as training data set and the LDA
classifier with an average accuracy of 74.6%, which means
that combining LDA and WBLOG over the seven high-level
features to build a cross domain classifier and testing it over
the RIMDB, MPQA and CHES corpora on a leave-one-out
5 cross validation basis'®, evidences an average accuracy of
74.6%. The results also show that accuracy drops drasti-
cally by learning based on unigrams or bigrams reaching a
maximum average accuracy of 69.9% with SVM!!. In or-
der to evaluate the importance of the level of abstraction of
nouns as a clue for subjectivity identification, we proposed
to test classification accuracy of the models based on the six

"For this task, we used the MontyTagger of the MontyLin-
gua package [18].

8The R implementation of LDA was used.

?The SVMlight package was used [15].

10For each experience, 20% of unseen examples of the source
domain are added to the target domain for testing.

The LDA classifier was unable to deal on due time with
huge feature sets sizes.



state-of-the-art features'? without the level of abstraction of
nouns and then compared with the full set of seven features.
The experimental results clearly show that using the level
of abstraction of nouns as a feature leads to improved per-
formance on subjectivity classification tasks for each of the
models.

6.1 Results With Agreement

In order to test the agreement multi-view learning ap-
proach, we first proposed to test the SAR algorithm [10]*2.
In particular, we used two views generated from a random
split of low-level features together with maximum entropy
classifiers with a unit variance Gaussian prior. Indeed, the
actual implementation of SAR does not allow to test it with
different types of views, nor with different classifiers or more
than two views'*. The evaluation process was processed as
follows on a leave-one-out 5 cross validation basis. First, we
defined a source domain (a labelled data set from one domain
corpus) and a target domain (an unlabelled data set from an-
other domain corpus). After training, the low-level classifier
was tested over the unseen examples of the source domain
plus the unseen examples from the unseen corpora. This
operation was repeated four times, each time for a new tar-
get domain. For example, we would train the model on the
(MPQA,RIMDB) pair, where MPQA is the source domain
and RIMDB is the target domain. The model would then be
tested on the unseen examples from MPQA, RIMDB, CHES
and WBLOG. In fact, this process would be repeated for
the following pairs (MPQA,MPQA), (MPQA,CHES) and
(MPQA,WBLOG). As such, the results presented in Table
2 are the average accuracies for all four experiments.

V1 and V2 | MPQA | RIMDB | CHES | WBLOG
Unigrams | 63.7% T71% | 72.3% 59.7%
Bigrams 59.8% | 65.2% | 64.9% | 62.2%

Table 2: SAR accuracy results.

The results show interesting properties. In particular,
models built upon unigrams usually outperform models
based on bigrams thus extending to cross domain a situ-
ation already evidenced by [23] for in-domain classification.
But the most important result is the fact that SAR can
improve results compared to single-view classification using
high-level features from 74.6% to 77.1%, by just looking at
unigrams. This result is particularly interesting as it may
show that combining high-level features with low-level fea-
tures on an agreement multi-view learning paradigm may
improve performance. So we performed the same experi-
ments for the ACA [27] and its adapted algorithms, BACA
and BACAUDR. In this case, the first view will contain the
seven high-level features and the second view will be the set
of unigrams or bigrams. Morevoer, the classifier used for
the first view is the LDA and SVM for the second view. As
a consequence, we expect that the low-level classifier will
gain from the agreements with the high-level classifier and

12The 6 features line (6F) means that the level of abstrac-
tion of nouns was omitted from the seven original high-level
features.

13We must thank Kuzman Ganchev and Joao Graga for af-
fording us the code of SAR.
1 This issue will be discussed in the final conclusions.

will self-adapt to different new domains. In Table 3, we show
the results obtained using unigrams as low-level features and
in Table 4, the results using bigrams for ACA, BACA and
BACAUDR.

Algorithm | MPQA | RIMDB | CHES | WBLOG
ACA 59.1% 63.5% | 75.6% 69.4%
BACA 59.4% 65.2% | 79.5% 69.7%

BACAUDR | 59.4% 65.4% | 80.0% 69.9%

Table 3: Accuracy Results for Unigrams.

The results show that SAR performs better in the cases of
exclusively objective and subjective data sets (i.e. RIMDB
and MPQA), while in the case of the other two data sets
annotated at document level (i.e. texts do not contain ex-
clusively objective or subjective sentences), the best clas-
sification accuracy is obtained by the BACAUDR with
80.0% combining unigrams and seven high-level features
with CHES as the source domain. As a consequence, we
can say that the BACAUDR algorithm is the best perform-
ing algorithm for real-world texts situations. However, some
comments must be made. In the proposed method, we rely
on the assumption that the domain-independent view based
on high-level features restricts the addition of wrongly pre-
dicted labels by both classifiers.

Algorithm | MPQA | RIMDB | CHES | WBLOG
ACA 57.5% 69.9% | 71.6% 64.7%
BACA 57.5% 76.6% | 77.9% 65.2%
BACAUDR | 57.5% 76.7% | 77.2% 65.5%

Table 4: Accuracy Results for Bigrams.

However, this method suffers from the weakness of the
low-level classifier in its initial states, as wrong classifications
may lead to produce small sets of examples, which may join
the agree lists. Moreover, when both classifiers agree, they
do not learn much more, especially if they agree with high-
level of confidence in both classifiers. As a consequence,
the accuracy is almost constant for the model just after a
few iterations. As a consequence, we propose to relax the
agreement constraint and evaluate the original Co-training
algorithm as well as the proposed two guided algorithms,
GMVLA and C-GMVLA.

6.2 Results With Guided

In the first part of this section, we present the results
obtained by using the GMVLA and C-GMVLA algorithms
based on two views and then compare them to the results
obtained by the standard Co-training approach [3]. The
experimental set-ups are exactly the same as the ones pre-
sented in the previous section. In Table 5, we show the
results obtained using set of unigrams as a second view and
in Table 6, the ones by using set of bigrams as a second
view. Surprisingly, the best overall result is obtained by
the combination of high-level features and unigrams trained
over the CHES source domain for the Co-training algorithm
with 91% accuracy. On the one hand, better results were ex-
pected compared to the agreement approach by relaxing this
constraint. As such, the overall methodology increases 11%
in accuracy for the best results. However, on the other hand,
we would have expected better results from the GMVLA and
the C-GMVLA algorithms.



Algorithm | MPQA | RIMDB | CHES | WBLOG
GMVLA 82.7% 83.0% | 90.3% 85.0%

C-GMVLA | 82.9% 82.8% | 90.4% 85.6%

CO-TRAIN | 82.5% 80.6% | 91.0% 85.4%

Table 5: Accuracy results with unigrams.

Algorithm | MPQA | RIMDB | CHES | WBLOG
GMVLA 57.5% 76.7% | 81.8% 77.6%

C-GMVLA | 57.5% 75.7% | 81.7% 76.0%

CO-TRAIN | 57.5% 76.8% | 81.1% 76.1%

Table 6: Accuracy results with bigrams.

In order to better understand the behaviour of both
GMVLA and C-GMVLA algorithms'®, we present the ac-
curacy results over the validation data set at each iteration
of the learning process in Figure 1.
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Figure 1: 7 features and unigrams accuracies.

While the accuracy of the classifier based on high-level
features (LDA) remains steady, iteration after iteration, the
accuracy of the classifier based on low-level features (SVM)
steadily improves its accuracy based on the correct guesses
of the high-level classifier at the beginning of the learning
processi®. It is clear here that the high-level view “guides”
the low-level view classifier so that best performance is ob-
tained. However, this guidance is limited to the first three it-
erations, as the algorithm will always use the unigram model
from iteration 4 until convergence to classify new unlabelled
examples as it obtains better accuracy results for this inter-
val. This result can explain the unexpected results obtained
by the GMVLA and the C-GMVLA algorithms compared to
Co-training, as the guidance is limited to a very few steps
and as such classification is almost based only on one classi-
fier, while with the Co-training, the model always integrates
eventually well-labelled examples from both classifiers. To
solve this problem and focusing on the statistical analysis
of high-level features, we discovered that different sets of
features have different classification capabilities. As a con-
sequence, we proposed a 3-views methodology to take the
most of each feature specificity!”.

15The behaviour of both algorithms is the same. As a conse-
quence, we only present the one of the GMVLA algorithm.
161n all our experiments, we used P = N = 2.

To our knowledge, we are the first to propose a sentiment

7. RESULTS WITH 3-VIEWS GUIDED

In this section, we present the results of the Co-training,
the GMVLA and the C-GMVLA for 3 views. In fact, we
propose to combine feature classes in a way in which each
view will be based on a different type of linguistic informa-
tion or word representation: (1) bag-of-words representation
(i.e. unigrams or bigrams), (2) semantic information (i.e.
adjectives, affective words and verbs) and (3) conceptual ex-
pression of subjectivity (i.e. level of abstraction of nouns).
The idea of using three different views is that different fea-
tures may have different weights in different domains. For
example, we showed in previous works that affective words
are strong predictors of subjectivity/objectivity in the news
domain, adjectives in Weblogs and verbs in movie reviews.
Moreover, the level of abstraction of nouns is a good predic-
tor over domains. As a consequence, we hope that dividing
the high-level feature set into different subsets (or views) can
show result improvements. In Tables 7, 8 and 9, we show
the results obtained using the Co-training, the GMVLA and
the C-GMVLA algorithms respectively, using the previous
experimental set-upslg.

V1 v2 | V3 | MPQA | RIMDB | CHES | WBLOG
Adj. | Uni. | LA | 81.5% | 84.0% | 88.6% | 85.4%
Aff. | Uni. | LA | 75.6% | 87.8% | 88.6% | 85.2%
Verb | Uni. | LA | 78.1% | 84.0% | 87.1% | 85.1%

Table 7: Co-training accuracies with 3 views.

V1 v2 | v3 | MPQA | RIMDB | CHES | WBLOG
Adj. | Uni. | LA | 83.6% | 83.0% | 89.4% | 84.7%
Aff. | Uni. | LA | 78.6% | 80.7% | 90.7% | 84.6%
Verb | Uni. | LA | 81.2% | 82.3% | 87.5% | 83.5%

Table 8 GMVLA accuracies with 3 views.

V1 v2 | v3 | MPQA | RIMDB | CHES | WBLOG
Adj. | Uni. | LA | 76.6% | 83.1% | 90.2% | 85.2%
Aff. | Uni. | LA | 77.8% | 83.0% | 91.3% | 84.8%
Verb | Uni. | LA | 75.8% | 83.5% | 88.6% | 84.9%

Table 9: C-GMVLA accuracies with 3 views.

As expected, better results were obtained by using 3 views
except for the Co-training algorithm, which tends to in-
troduce noisy examples to the source data set due to the
multiplication of views. On the contrary, C-GMVLA takes
the best of each feature sets alone. As a consequence, the
best result overall is obtained by the combination of affec-
tive words, unigrams and the level of abstraction of nouns
trained over the CHES source domain for the C-GMVLA al-
gorithm. In this case, the average accuracy across domains
reaches 91.3% overtaking the best performance of 91% (resp.
88.6%) of the Co-training algorithm for 2 (resp. 3) views.

classification methodology for more than two views.
18 As bigrams always showed worst results, we discarded them
from our result Tables.



Although, the results of the C-GMVLA for 3 views and Co-
training for 2 views are near, they can be statistically dif-
ferentiated based on the Wilcoxon rank-sum test. Results
of the p-value are shown in Table 10 and evidence that in
most cases, except for the classification of texts from the
WBLOG, the computed p-value is lower than the signifi-
cance level a = 0.05. As such, we are able to reject the
null hypothesis and accept, with some confidence, the al-
ternative hypothesis that values obtained by C-GMVLA for
three views are shifted to the right of the values obtained by
Co-training for two views.

MPQA | RIMDB | CHES | WBLOG
p-values | < 1077 0.03 <107* 0.3

Table 10: Wilcoxon rank-sum test for CHES.

Finally, to better understand the behaviour of the C-
GMVLA algorithm, we illustrate in Figure 2 the different
changes in classifiers due to changes in precision on the val-
idation data set to choose the best one to classify unseen
examples from the target domain. For the objective case,
the best precision results at the beginning of the learning
process are given by the Affective words view and then the
best classifier is always the one based on unigrams. In this
case, the level of abstraction view does not play any role.
On the contrary, for the subjective part, the level of ab-
straction view guides the learning process until the unigram
overtakes its precision levels at the sixth iteration. In this
case, the Affective words view is useless for the subjective
learning process. With these results, we clearly understand
that multi-view learning for more than two views may pro-
vide better decisions when adding new examples to the la-
belled data and open new research trends.
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Figure 2: View precisions using C-GMVLA.

8. CONCLUSIONS AND FUTURE WORKS

In this paper, we proposed to use multi-view learning for
cross domain subjectivity classification. We presented dif-
ferent experiments based on high-level and low-level features
and showed that using more than two views can lead to im-
proved results using the Class-Guided Multi-View Learning
Algorithm with 91.3% accuracy. Nevertheless, some ques-
tions remain open. The main one is how to choose the
methodology, which would find the most relevant combina-
tion of views to improve classification on a theoretical back-
ground. We are already working on that issue. Moreover,

the comparison with the SAR algorithm is not fair as only
low-level features can be used in the current framework. So,
we aim to adapt the SAR algorithm to more than two views
and different types of features. We already theoretically
proved that the SAR algorithm can be adapted to 3-views,
showing that the agreement function is proportional to the
product of each probabilistic classifier. One other impor-
tant idea is to combine both the SAR and the C-GMVLA
algorithms into just one framework and as such benefit from
both approaches. Finally, another idea is to use newly de-
veloped resources such as SenticNet 2 [6] as well as applying
new ideas proposed in Sentic Computing [7].
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