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Abstract

The spread of fake news, polarizing, politically biased, and
harmful content on online platforms has been a serious con-
cern. With large language models becoming a promising ap-
proach, however, no study has properly benchmarked their
performance across different models, usage methods, and lan-
guages. This study presents a comprehensive overview of dif-
ferent Large Language Models adaptation paradigms for the
detection of hyperpartisan and fake news, harmful tweets,
and political bias. Our experiments spanned 10 datasets and
5 different languages (English, Spanish, Portuguese, Arabic
and Bulgarian), covering both binary and multiclass classifi-
cation scenarios. We tested different strategies ranging from
parameter efficient Fine-Tuning of language models to a va-
riety of different In-Context Learning strategies and prompts.
These included zero-shot prompts, codebooks, few-shot (with
both randomly-selected and diversely-selected examples us-
ing Determinantal Point Processes), and Chain-of-Thought.
We discovered that In-Context Learning often underperforms
when compared to Fine-Tuning a model. This main find-
ing highlights the importance of Fine-Tuning even smaller
models on task-specific settings even when compared to the
largest models evaluated in an In-Context Learning setup - in
our case LlaMA3.1-8b-Instruct, Mistral-Nemo-Instruct-2407
and Qwen2.5-7B-Instruct.

Code and Dataset — https://github.com/HikariLight/
hyperpartisanship_classification/tree/main

Introduction

Politically biased (PB), hyperpartisan (HP) and fake news
(FN) as well as harmful (HF) social media content when
covering divisive topics (e.g. politics, COVID-19) present
a significant challenge to public discourse and democratic
integrity, and most of those phenomena of our interest can
fall under the misinformation category (Wardle and Der-
akhshan 2017). FN refers to fabricated stories that mimic
legitimate news formats (Lazer et al. 2018). HP, on the other
hand, involves misleading coverage of real events presented
with a strong partisan bias (Potthast et al. 2018; Maggini
et al. 2025). Both often contain politically charged messages
that distort facts and polarize audiences. PB reporting further
complicates the media landscape by subtly influencing and
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polarizing public opinion and eroding the impartiality ex-
pected of journalism (Zhou and Zafarani 2020). While the
concept of harmful content (HF) is broad and its content
can vary based on political priorities (Eyuboglu et al. 2023),
its diffusion on social media can rely on the spread of hate
speech (Yang et al. 2023a) or misinformation (Eyuboglu
et al. 2023). Indeed, harmful forms like polarizing content
are frequently fueled by false or misleading narratives to in-
cite frustration (Cinelli et al. 2021; Osmundsen et al. 2021).
Consequently, the detection of such content necessitates ro-
bust fact-checking and verification (Nakov et al. 2022). This
conceptual overlap is reflected in recent research challenges.
For example, Azizov and Nakov (2023) considered harm-
ful tweet detection a subtask of identifying relevant claims
in tweets containing COVID-19 information. By defining a
tweet as harmful when it potentially contained misinforma-
tion on COVID-19, they effectively demonstrated how, in
a specific and critical context, the tasks of detecting harm-
ful content and misinformation are intrinsically linked. Ac-
curate detection of these diverse forms of problematic con-
tent is crucial. Large Language Models (LLMs) are valu-
able tools for this task. The dominant approaches have been
fine-tuning (FT) both encoder-only models (Howard and
Ruder 2018) and decoder-only LLMs (Aman 2024). How-
ever, a systematic comparison of these models’ performance
on the specific tasks of fake and hyperpartisan news, politi-
cally biased news, and harmful content detection, especially
across multiple languages, is still missing from the literature.
Our work fills this gap with a comprehensive comparison
of encoder-only and decoder-only LLMs using both fine-
tuning (FT) and various in-context learning (ICL) settings.
Our ICL methods include: zero-shot prompts with differ-
ent degrees of task specifications and with rule-based ap-
proaches (e.g., codebooks); Few-shot (FS) using both ran-
domly selected examples, and diversity-optimized exam-
ples selected through Determinantal Point Process (DPP);
Chain-of-Thought (CoT). We conducted experiments on 10
datasets in five different languages, moving beyond the com-
mon limitation of using only English or U.S.-centric data
(Maggini et al. 2025). This study addresses three key re-
search questions:

* RQ1: How do different LLM adaptation paradigms (FT
vs. ICL) compare for these tasks, considering model ar-
chitecture, size, and pre-training data?
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* RQ2: What is the impact of various ICL strate-
gies—including few-shot examples and rule-based meth-
ods—on performance and stability?

* RQ3: How do performance and optimal strategies for
these tasks vary across different languages, especially for
mid- and low-resource languages?

Our extensive experiments reveal that FT remains a highly
effective technique, often outperforming ICL strategies.
Specifically, fine-tuned decoders performed better for PB
and FN detection, while encoders were more effective for
HP and HF tweets. Within ICL, the codebook approach was
generally the effective, outperforming CoT for classifica-
tion. The use of DPP for few-shot example selection some-
times reduced classification variance, though it did not con-
sistently boost performance.

Related Work

Fine-tuning and Political Text Classification Text clas-
sification is an NLP task that assigns a label to a given
text. FT adapts a pre-trained model to a specific task by fur-
ther training the model together with a newly added classi-
fication head using task-specific labeled data. (Howard and
Ruder 2018). While effective, this process can be sensitive
to the classifier head’s initialization (Yang et al. 2022). In
political text classification, FT has been successfully ap-
plied to various tasks. For instance, Liu et al. (2022) fine-
tuned RoBERTa to create POLITICS, achieving state-of-
the-art performance on SemEval 2019 for hyperpartisan
news detection. Other works have explored stylistic fea-
tures for hyperpartisan content discrimination (Potthast et al.
2018), created new datasets for multiclass hyperpartisan de-
tection using fine-tuned BERT models (Lyu et al. 2023), or
combined BERT with ELMo to enhance FT (Naredla and
Adedoyin 2022). More recently, LLMs like Llama 2 have
been fine-tuned for tasks such as FN detection, leveraging
their understanding and analytical capabilities (Aman 2024;
Pavlyshenko 2023).

In-Context Learning With the advent of recent decoder-
only LLMs, ICL has emerged as a valuable technique in
NLP. Users interact with models directly through prompts,
specific textual templates containing instructions and op-
tionally examples (Brown et al. 2020). This approach al-
lows models to perform tasks without prior task-specific
fine-tuning (Efrat and Levy 2020), leveraging a single pre-
trained model for various downstream tasks and enabling de-
sired behavior specification via natural language. ICL has
shown remarkable performance on challenging reasoning
tasks (Brown et al. 2020; Wei et al. 2022). However, ICL
is highly sensitive to input format and order (Lu et al. 2022;
Min et al. 2022), and can lead to irreproducible outcomes as
slight prompt changes significantly impact performance (Lu,
Schuff, and Gurevych 2024; Sun, Shaib, and Wallace 2023).
To overcome these limitations, our work comprehensively
tested various prompt strategies and demonstration selection
methods, including DPP for more stable performance, and
introduced codebook prompting. Research on prompt de-
sign aims to elicit better performance and reasoning. Notable
approaches include CoT prompting (Kojima et al. 2022),

which encourages step-by-step reasoning, and its zero-shot
variant (Wei et al. 2022). Lu et al. (2022) also highlighted
the importance of careful prompt format and example selec-
tion in few-shot learning. Regarding the comparison of ICL
and fine-tuning, Labrak, Rouvier, and Dufour (2024) and
Edwards and Camacho-Collados (2024) demonstrated that
fine-tuning smaller models often outperforms ICL in larger
language models across various NLP and text classification
tasks. Aligned with these findings, our study expands this
comparison by evaluating a broader range of prompt strate-
gies, models (including ModernBERT (Warner et al. 2024)
beyond Llama models), and by focusing on specialized do-
mains to rigorously compare the efficacy of these tools.

Codebook A codebook provides definitions of categories,
including examples and classifying instructions. For in-
stance, Vincent and Mestre (2018) developed a codebook to
classify hyperpartisan news on a 5-point scale, and Hughes
et al. (2021) crafted one for content analysis of COVID-19
articles, classifying tropes and rhetorical strategies to de-
tect misinformation. Codebooks offer a method to explic-
itly prompt LLMs with structured contexts, eliciting their
rule-based reasoning capabilities, which goes beyond stan-
dard ICL that often relies primarily on examples. Hu et al.
(2024) explored codebook application in zero-shot settings
with closed models for political phenomena classification,
using the codebook as a structured framework for interpre-
tation. Similarly, Halterman and Keith (2025) utilized code-
books to evaluate open models, demonstrating how these
guidelines facilitate assessing an LLM’s adherence to pre-
defined classification logic. While these specific codebooks
were tailored to different political phenomena, NLP tasks, or
modeled tasks differently from our dataset intentions, thus
not directly applicable to our study, they still served as valu-
able inspiration for our experimental setup and underscore
the potential of integrating structured rule sets into LLM
prompts. This enhances adherence to specific classification
schemes, aligning with broader prompt engineering efforts
to elicit precise and controlled LLM outputs, especially in
domains requiring nuanced categorization criteria.

Misinformation and Bias Detection LLMs demonstrate
reasoning capabilities across various applications, including
misinformation detection (Li et al. 2023; Leite et al. 2025).
However, LLMs pose a dual challenge: they can be misused
to spread misinformation, and their detection capabilities
may diminish with implicit or newly crafted content (Chen
and Shu 2024). Consequently, the efficacy of detection
methods relative to the rapid updating rate of misinformation
is a significant concern (Jiang et al. 2024). In misinformation
studies, several works have explored LLM capabilities. Jose
and Greenstadt (2024) compared proprietary models (GPT,
Claude) for zero-shot propaganda detection, finding their
performance inferior to ROBERTa-CRF. For hyperpartisan
detection, Maggini and Gamallo Otero (2024) showed that
increased prompt complexity and external knowledge usu-
ally improved Llama-3.1-8b-Instruct’s performance. Con-
versely, Omidi Shayegan et al. (2024) found encoder mod-
els like RoBERTa generally outperformed generative LLMs
(GPT-3.5) for Persian hyperpartisan content. In Fake News



Detection, Anirudh, Srikanth, and Shahina (2023) observed
gpt-3.5-turbo’s superiority over a bi-directional transformer
for Tamil classification. Notably, while these works explore
various aspects, none of them have focused on a comprehen-
sive benchmarking across different ICL strategies, models,
and multilingual contexts, which is a key contribution of our
study.

Experimental Setting
Task Formulation

The core objective of this study is to evaluate the effective-
ness of various NLP models in HP, FN, PB and HF detec-
tion, by comparing two widely used approaches: FT and
ICL, where models are tested as off-the-shelf tools without
additional training. Specifically, we focus on tasks such as
identifying hyperpartisan and fake news, harmful tweets and
a news’ political leaning, recognizing the distinct linguistic
and contextual challenges each task presents. Our approach
encompasses both binary and multi-class classification sce-
narios, leveraging a variety of datasets and multilingual con-
texts. While the ultimate goal is not to develop production-
ready models, we prioritize thorough experimentation with
various transformer-based architectures, prompt strategies,
and learning techniques. This exploration serves to highlight
the strengths and limitations of the tested architectures, con-
tributing to the broader effort of refining misinformation de-
tection methodologies within the NLP community. We ac-
knowledge the fact that hyperpartisan news shows peculiar
stylistic traits, rather than fake news (Potthast et al. 2018).

Datasets

For our experiments, we selected datasets for both binary
and multiclass classification tasks. The 10 datasets focus
on articles, headlines, tweets on COVID-19 and political
news and different topics including TV, politics, sports, and
health. They cover two types of domains: news and Twit-
ter, and include four specific-oriented classification tasks:
hyperpartisan and fake news, harmful tweet and politi-
cal bias detection. For hyperpartisan detection, we selected
the SemEval-2019 Task 4 by-article dataset (Kiesel et al.
2019), which contains articles from hyperpartisan and main-
stream websites annotated by three annotators. They mostly
cover the first term of Trump, Gun Control and other
U.S.-centric related topics. The dataset’s strength lies in its
article-level annotations that allow for analysis of extended
argumentative structures and narrative techniques typical of
hyperpartisan content, rather than just isolated claims. The
VIStA-H dataset (Lyu et al. 2023) includes hyperpartisan
and neutral news headlines from right, center and left U.S.
newspapers. Its focus on headlines rather than full articles
complements the SemEval dataset. The dataset’s temporal
coverage, from 2014 to 2023, is particularly valuable for
tracking how hyperpartisan news evolved through multi-
ple election cycles. The Fake News Net dataset (Shu et al.
2017) contains news articles shared on Twitter, allowing
for analysis of how hyperpartisan content circulates in so-
cial media environments. The Spanish Fake News Cor-
pus (Gémez-Adorno et al. 2021) gathers news from Spanish

newspapers and media company websites, along with fact-
checking websites. This corpus was selected to broaden the
linguistic and cultural scope of the research beyond English-
language and U.S.-centric media. The incorporation of fact-
checking websites provides an additional layer of verifica-
tion that strengthens the dataset’s reliability. The Fake.br
Corpus (Monteiro et al. 2018) focuses on Brazilian Por-
tuguese manually collected and checked news. The inclu-
sion of this Brazilian Portuguese corpus further expands the
cross-cultural and multilingual dimensions of the research.
Brazil’s distinct political landscape and media environment
provide an important comparative case for testing the gener-
alizability of the detection approaches. The manual verifica-
tion process strengthens the dataset’s reliability as a bench-
mark for testing detection methods in a language where
NLP resources might be less abundant than for English or
Spanish. CLEF 2022 CheckThat! Lab Subtask 1C (Nakov
et al. 2022) was selected for its focus on COVID-19 mis-
information tweets across multiple languages (Arabic, Bul-
garian, and English), providing an opportunity to study fake
news content around a global crisis that transcended national
boundaries. Regarding political bias detection, we consid-
ered the Qbias dataset (Haak and Schaer 2023), which con-
tains articles from AllSides, a news aggregator with an es-
tablished methodology for evaluating political leaning. This
provides a more nuanced and professionally curated ground
truth for political bias than many other available resources.
This nuanced approach helps move beyond binary classifi-
cations of political content and supports more sophisticated
analysis of bias indicators. Lastly, CLEF 2023 CheckThat!
Lab Task 3A dataset (Azizov and Nakov 2023) provides
contemporary examples that reflect the current state of po-
litical communication and media bias. This diverse collec-
tion of datasets provides a comprehensive foundation for de-
veloping and evaluating models across multiple languages,
cultural contexts, media formats and misinformation tasks.
The URLs to retrieve the datasets can be found in the Ap-
pendix. To produce input for the classifier in the Spanish
Fake News Corpus and Qbias datasets, we concatenated the
headline and the body of the article. The datasets are sum-
marized in Table 1.

Models

For our experiment, we compared two types of model archi-
tectures: encoder-only and decoder-only models.

Encoder-Only Masked Language Models: Following
Edwards and Camacho-Collados (2024), we selected BERT-
derived models such as RoOBERTa-base (125 million param-
eters) and RoBERTa-large (354 million parameters) (Liu
2019), XLM-RoBERTa (Conneau et al. 2019), POLITICS
(Liu et al. 2022), which has been adapted for the political
domain using continuous pre-training, and mDeBERTaV3
(He, Gao, and Chen 2021). RoBERTa is pre-trained on En-
glish data, while XLM-RoBERTa is trained on 100 different
languages, making it suitable for evaluating the impact of
multilingual training on performance.

Decoder-Only Large Language Models: We experiment
using different small-size open-weight LLMs: LlaMA3.1-
8B and LlaMA3.1-8B-Instruct, Mistral-Nemo-Instruct-2407



Dataset Abbr. | Lang. | Timeframe | Train Size | Test Size | Avg. Tkn Train Len. | Avg. Tkn Test Len. | Domain | Type | Task | Label Ratios (Train / Test)
VIStA-H (Lyu et al. 2023) HV en 2014-2023 1999 201 3 3 | News S HP HP: 0.39/0.63; N: 0.50/0.50
SemEval-2019 by-article (Kiesel et al. | SH en 2007-N/A 645 628 735 757 | News D HP HP: 0.50/0.50; N: 0.50/0.50
2019)
Spanish Fake News Corpus (G6émez- | SFN es 2020-2021 676 572 607 843 | News D FN T: 0.50/0.50; F: 0.50/0.50
Adorno et al. 2021)
Fake News Net (Shu et al. 2017) FNN | en N/A 18556 4640 17 16 | News D FN T: 0.74/0.74; F: 0.26/0.26
Fake.br Corpus (Monteiro et al. 2018) FBC pt 2016-2018 5760 1440 688 698 | News D FN T: 0.50/0. 0.50/0.50
CLEF 2022 1C (Nakov et al. 2022) CIA | ar N/A 3624 1201 73 68 | Twitter | S HT | NH:0.81 H: 0.19/0.16
CIB | bu N/A 708 325 62 68 | Twitter | S HT | NH:0.87/0.97; H: 0.13/0.03
CIE |en N/A 3323 251 60 51 | Twitter | S HT | NH: 0.91/0.84; H: 0.09/0.16
CLEF 2023 3A (Azizov and Nakov 2023) | C3A | en N/A 45066 5198 90 110 | News D PB R: 0.39/0.13; C: 0.34/0.38; L: 0.27/0.50
Qbias (Haak and Schaer 2023) QB en 2012-2022 17403 4351 97 96 | News D PB R: 0.39/0.13; C: 0.34/0.38; L: 0.27/0.50

Table 1: Description of datasets used in our experiments. Average token length (Train/Test) is computed with the Llama3.1-8b
tokenizer. Dataset types: S = Sentence, D = Document. Tasks: HP = Hyperpartisan News Detection; FN = Fake News Detection;
HT = Harmful Tweet Detection; PB = Political Bias Detection. Labels: HP = Hyperpartisan, N = Neutral; T/F = True/Fake;
NH/H = Non-harmful/Harmful; R/C/L = Right/Center/Left. Abbr. contains the abbreviation we will use in this paper to refer to

the datasets.

(Mistral 2024), Qwen2.5-7B-Instruct (Qwen et al. 2025).
These models are decoder-only and testing them allows us
for generalizable effects across model families and tasks.
The temperature was set to O for all the experiments. Gen-
erally, for non-English datasets, we evaluated models exclu-
sively trained on multilingual datasets to ensure appropri-
ate language coverage and performance. Further details are
given in the Appendix .

Prompt design

Earlier studies like (Wei et al. 2022), (Jung et al. 2022) and
(Mishra et al. 2022) have demonstrated the effectiveness of
using task-specific prompts. Therefore, following (Edwards
and Camacho-Collados 2024) and (Labrak, Rouvier, and
Dufour 2024), we constructed the prompts concatenating the
following elements: 1) an instruction detailing the task, do-
main, and describing the meaning of the label; 2) the input
argument, supplying essential information for the task; 3)
the constraints on the output space, guiding the model during
output generation. To improve the coherence, the specificity
of the prompts, the instructions to follow in the codebook,
and the fine-grained reasoning in CoT for the political do-
main, we collaborated with an expert in Political Science.
In particular, to structure and develop our codebooks, we
were inspired by Vincent and Mestre (2018) and (Halterman
and Keith 2025), which introduced clear task definitions, ex-
plicit and exhaustive rules to determine the label of a data
point, as well as provided examples covering both correct
and borderline cases. We tested different prompting and ICL
strategies such as zero-shot, Few-Shot, codebook and a vari-
ant of guided CoT, intending the reasoning as a multi-task
evaluation (Lee et al. 2024; Duan et al. 2024), to provide
explainable results like in (Yang et al. 2023a). We compare
the random selection of Few-Shot exemplars with a more di-
versified selection using DPP, for which we provide a brief
introduction in the following section. We also compare the
results given by prompting the models with instructions con-
taining different levels of complexity: general instructions,
specific definitions of political phenomena or specialized in-
structions with more context provided. During the prompt
optimization phase, we placed particular emphasis on ensur-
ing that the model adhered to a consistent label format. This
was crucial to ensure the outputs were reliably parseable. For
instance, we discovered that the models when asked to pro-

vide string labels generated few unparseable outputs, con-
sidered wrong at the time of inference. This behavior hap-
pened across all the models and configurations. Moreover, at
the begininnig we tested Mistral-7B and most of the time it
did not follow the instructions regarding the template. This
is why we did not introduce it in the experimental setting.
Lastly, in CoT, to ensure its right functioning, we made sure
the models generated the thoughts before the final output.
Please, see the Appendix for further details.

Determinantal Point Process

Determinantal Point Process is a probability distribution
over cloud of points that are used as computational tools
across the fields of physics, statistics and machine learning
(Gautier et al. 2019). DPP has been used to select diverse
and representative set of datapoints for in-context learning
(Yang et al. 2023b), data annotation (Wang et al. 2024b), in-
struction tuning (Wang et al. 2024a) and pre-training (Yang
et al. 2024). DPP has been preferred for these tasks because
it helps in promoting efficiency while maintaining a diversity
of the selected subset from a large set. For this let us take 2
sets called index set A = {1, 2, ... N} and its corresponding
itemset I 4 = {x1,2,...,2 N }. Then the problem of subset
selection becomes evaluating 2 subsets, which is computa-
tionally intractable and combinatorially explosive as the size
of the super set grows. In order to approximately solve this
problem DPP first uses the representation of the data x;. We
use Sentence-BERT (Reimers and Gurevych 2019) to calcu-
late the representations or embeddings. After the represen-
tations are computed, DPP algorithm works by calculating a
Kernel K;; = k(x;,x;) where kernel function k can be any
similarity or distance metric between 2 points. Based on this
we select a subset Y € A, the probability selection of Y is
given by.
det(Ky)

PO = G+ 1 %
Here Ky is the subset of the matrix K and consists of K;;
fori,j € Y. 1is the identity matrix and det(-) represents the
determinant of a matrix. Under these conditions the selec-
tion of the best subset can be formulated as the optimization
problem as follows:

Yiest = argmary c 4|y |=rdet(Ly) ()



Algorithms exist to select such subsets of size k from the
superset by sampling from the posterior distribution. For the
task of selection we use the exact sampler (Gautier et al.
2019; Mazoyer, Coeurjolly, and Amblard 2020) which is
the part of DPPy package by (Gautier et al. 2019) and
is faster than Monte-Carlo sampler (Bardenet and Hardy
2019). Since the algorithm works on sampling at the ker-
nel level it helps in selecting datapoints which are diverse in
the representation space.

ICL Setting

Our aim is to compare the capabilities of different learn-
ing techniques, namely FT and ICL, and model architec-
tures for hyperpartisan, fake news, harmful tweet and politi-
cal bias classification. To investigate the ability of LLMs on
those tasks in ICL, we used LlaMA3.1-8b-Instruct, Mistral-
Nemo-Instruct-2407 and Qwen2.5-7B-Instruct by prompt-
ing them with different setups: 0-shot with General Prompt,
0-shot with Specific Prompt, CoT and Few-Shot with k-
shot where k;0. In the k-shot configuration, we adopted
the General Prompt along with random examples and the
respective labels of the dataset. To further test the stabil-
ity of the prompting, we used Determinantal Point Pro-
cess (Gautier et al. 2019) to select a diverse set of data-
points for each of the k-shot settings. The general prompt
template is: <Role><Task description><Definition or
Instructions > <Text to classify or examples followed by text
to classify><Response format>. We provide examples of
different our prompts in the Appendix (see Tables 4, 5, 6
and 7). In order to maintain a balanced pool of examples,
for multi-class datasets, we sampled from 1 to 3 examples
per label; otherwise, we extracted the same k-shot per class.
Finally, for non-English data, the corresponding roles and
instructions were provided in the respective language to en-
sure accuracy and contextual relevance. The type of prompts
we used are the following: General Prompt By providing
the model with task-specific context (e.g., a headline, article,
or tweet), we prompted it to classify the input text with the
appropriate task label. With this configuration, we leverage
the internal knowledge of the model to predict the answer,
while being aware that it can suffer from political bias (Bang
et al. 2024). We used it in 0-shot and Few-Shot.

Specific Prompt We slightly changed the previous tem-
plate, introducing in the instruction the political definition
of the phenomenon analyzed and some knowledge regard-
ing the biases in partisan texts and asked the model to clas-
sify the text with the correct label. These political definitions
were provided by a domain expert. Thus, we insert external
knowledge and introduce a political definition to maximize
model’s understanding capability and improve its outputs’
quality. We tested its efficacy only in zero-shot.

Codebook Based on previous works, with the help of
a Political Scientist we crafted a specific codebook for
each task. These codebooks contain a definition of the phe-
nomenon, a description of the task’s characteristics consid-
ering several aspects (e.g., style, narrative) and particular lin-
guistic features (e.g., use of hashtags, tone, source credibil-
ity). Furthermore, the detection criteria contain examples to
help the LLM in understanding the specific rules for each

task. Crucially, this detailed codebook information was di-
rectly embedded within the jDefinition or Instructions; com-
ponent of our prompt template, allowing the LLM to per-
form rule-based reasoning for classification. This approach
enables the models to leverage explicit, structured knowl-
edge during inference, directly addressing the complexities
of the tasks.

Guided CoT Prompt We guided the model to break
down its reasoning step by step before making a final classi-
fication on the specified context, ensuring it produced expla-
nations for all the steps before the final prediction. Specif-
ically, we divided the hyperpartisan classification task into
different sub-tasks: sentiment analysis, rhetorical bias, fram-
ing bias, ideology detection (Maggini and Gamallo Otero
2024). Moreover, by asking the model to identify itself with
a specific political leaning, we are introducing recursive
thinking (Duan et al. 2024). This method encourages the
model to consider multiple factors and clearly articulate its
reasoning, potentially leading to more robust and explain-
able classifications. Lastly, our approach allows us to con-
sider the multidimensionality of each misinformation phe-
nomenon analyzed.

By guiding the model through this structured reasoning
process, we aimed to reduce misclassification and promote
a more nuanced analysis. This approach also enabled us to
observe how the model weighs different textual elements
in its decision-making process, which helps in identifying
any inherent biases or limitations within the model’s reason-
ing. We conducted preliminary tests with various prompts
and configurations to refine the ones used in this experi-
ment, ultimately selecting the configurations that yielded the
best results on the training set. The optimization of these
prompts was done manually rather than through automated
methods. As a result, our prompts vary in terms of length,
complexity, task specificity, and domain relevance, provid-
ing a comprehensive range of settings for evaluation. This
structured and manually-optimized approach not only en-
hances the model’s classification performance but also pro-
vides deeper insights into the model’s interpretability and
decision-making process across different political contexts.

Main Results and Discussion
Fine-Tuning

Table 2 presents the results for fine-tuning. On average
across datasets, decoder-based models tend to outperform
encoder-based models on tasks that require factual world
knowledge, such as fake news detection and political bias
identification. For instance, in fake news detection (Macro
Avg. FN F1 score), the LIaMA3.1-8b (decoder) achieves
907, while the best performing encoder with a directly
comparable macro average, ModernBERT-base, scores .854.
Similarly, for political leaning detection (Macro Avg. PL
F1 score), the Mistral-Nemo-Instruct (decoder) reaches
.849, significantly surpassing the top encoder, POLITICS,
which scores .675. Conversely, encoders achieve better re-
sults on linguistically oriented tasks, specifically harmful
tweet detection and hyperpartisan language identification.
RoBERTa-large (encoder) records an F1 score of .850 on



Model HV | SH | Macro Avg. HP || FNN | SFN | FB | Macro Avg. FN || C1A | C1B | CIE | Macro Avg. HF || QB | C3A | Macro Avg. PL
ROBER T Acc | 822 [ 865 3 879 [ - - — T - 91 - 622 659 640
FI | 818 | .865 841 880 | - | - - R - 604 | 660 632
RoBERTalarge Acc | 852 | 865 858 893 = | = = e I = 683 | 663 673
FI | 850 | .865 857 893 | - | - - N %) - 674 | 660 667
Acc | 827 | 801 314 842 | 623 [ 957 807 917 [ 917 | 917 517 382 632 607
XLM-RoBERTa F1 | .825 | .798 311 844 | 577 | 957 793 883 | 884 | 885 884 553 | 629 591
Acc | 831 | 854 842 7/ — - — [ - |96 - 682 | 679 680
POLITICS F1 | 826 | 854 840 868 | - | - - N N Tt - 673 | 678 675
Acc | 819 [ .776 797 I — = e = 339 [ 390 564
mDeBERTaV3 Fl | 816 | 772 794 841 | - | - - R - 534 | 570 552
ModemBER -large Acc | 829 | 854 839 858 | 863 | 941 883 15 [ 965 | 835 872 658 | 654 653
Fl | 824 | 853 839 846 | 863 | 941 815 815 | 949 | 803 - 649 | 657 667
VodomBER T bace Acc | 764 | 780 767 852 | 782 [ 942 854 830 | 966 | 830 75 584 617 592
FlL | 755 | 779 767 840 | 781 | 942 854 792 | 966 | 774 844 571 | 612 592
LaMASLED Acc | 830 | 810 320 545 | 812 | 955 11 364 | 869 | 921 384 788 | 762 775
F1 | .830 | 801 315 945 | 801 | 975 907 858 | 832 | 920 870 786 | 763 774
LA LS Istract Acc | 784 | 820 01 875 | 823 [ 976 890 878 [ 915 | 862 885 786 | 796 701
FIL | 782 | 820 801 869 | 823 | 976 889 867 | 928 | 829 875 781 | 802 792
MistralNemo-Inetrmet2407 | Ace | 834 | 736 783 867 | 725 [ 976 51 850 | 943 | 838 877 790 | 846 319
Fl | 833 | 733 783 855 | 722 | 976 851 859 | 946 | 825 877 787 | 789 849
Fy— Acc | 819 | .686 745 864 | 685 | 974 835 856 | 913 | 824 864 735|698 710
FI | 812 | 677 745 855 | 675 | 974 835 863 | 928 | 806 866 728 | 693 711

Table 2: Performance of models in the FT setting. The reported weighted Accuracy and weighted F1 scores are the averages
obtained by running each model five times on the same dataset, reporting standard deviation.

HYV, compared to the best decoder, Mistral-Nemo-Instruct,
at .833. For SH, RoBERTa-large again leads with an F1
score of .865, while the best performing decoder on this
task, LlaMA3.1-8b-Instruct, achieves .820. We hypothesize
that this difference arises because the bidirectional atten-
tion mechanism of encoders may be better at capturing
nuanced linguistic features, whereas decoders might excel
at tasks more reliant on content or semantic understand-
ing. Surprisingly, continuous pretraining of RoBERTa-base
aimed at adapting it to either the political domain (POL-
ITICS) or multilingual contexts (XLM-RoBERTa) has, in
several instances, not led to improved performance over
the original RoOBERTa-base model and sometimes resulted
in a reduction. For example, on the Macro Avg. HP (Hy-
perpartisan) task, RoBERTa-base achieves an F1 score of
.841, whereas POLITICS scores .840 and XLM-RoBERTa
scores .811. Regarding decoder models, we observe that a
larger parameter count or expanded training corpus does not
necessarily equate to superior results. This is demonstrated
by LlaMA 3.1-8B outperforming Mistral Nemo-Instruct-
2407 in hyperpartisan detection (SH F1 score of .801 for
LlaMA 3.1-8b versus .733 for Mistral Nemo). Meanwhile,
the decoder models exhibit relatively comparable high per-
formance in harmful text detection (Macro Avg. HF Fl
scores): LIaMA3.1-8b (.870), LlaMA3.1-8b-Instruct (.875),
and Mistral-Nemo-Instruct-2407 (.877). During the FT ex-
periment, we reached the SOTA in HV, FNN, SFN and FB.
We provide the comparison with the previous research in Ta-
ble 9 in the Appendix.

In-Context Learning

For the results discussed in this section, please refer to Fig-
ures 1 and 2 for the zero-shot configurations and CoT; and
3 for FS. Detailed results are reported in Table 8 in the Ap-
pendix

HP zero-shot-general vs zero-shot-specific In the hyper-
partisan (HP) task, moving from generic to specific zero-
shot prompting results in moderate improvements across

all three models, especially for LLaMA 3.1-8B Instruct
and Mistral-Nemo-Instruct, whose F1 scores increase from
0.678 and 0.686 to 0.738 and 0.740, respectively. This per-
formance gap indicates that these models have learned ro-
bust representations of hyperpartisan content during pre-
training, and that providing more detailed task descriptions
helps further refine their predictions. Lastly, SH predictions
are generally stronger, largely because this dataset includes
full articles rather than just headlines, as in HV. The richer
contextual information in SH provides models with more
linguistic and semantic cues, enabling a deeper understand-
ing of the content and improving their ability to detect hyper-
partisan narratives. In contrast, the limited context in head-
lines offers fewer signals for accurate classification.

Codebook The codebook approach yields improvements
for SH, where Llama and Qwen demonstrate the most sig-
nificant gains, particularly on the SH dataset, where their
performance approaches F1 .810 and .748 respectively. This
suggests that providing explicit criteria for identifying par-
tisan language can help address edge cases where the mod-
els depend solely on their internal task representations. The
performance gap between models narrows with codebook
prompting, indicating that structured guidance can help
equalize performance differences stemming from model’s
architecture, that may rely on different definitions of the phe-
nomenon investigated.

FN zero-shot-general vs zero-shot-specific Fake news
detection tasks show variable performance under zero-shot
conditions. The FNN task proves more challenging are the
multilingual datasets: SFN and FBC. The transition from
generic to specific prompting yields minimal gains, with
Mistral-Nemo-Instruct-2407 maintaining the highest perfor-
mance on 2 out of 3 fake news (FN) datasets. We observed
a 0.275-point drop in F1 score for Qwen on the Spanish
dataset, which may be attributed to a misalignment between
the fake news definitions—specifically, the model’s inter-
nally assumed definition in the zero-shot generic prompt ver-
sus the expert-crafted definition used in the zero-shot spe-
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Figure 1: Results for zero-shot and CoT grouped by models.
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Figure 2: Results zero-shot and CoT grouped by configuration.

cific prompt. This limited improvement suggests that, be-
yond clear definitions, models need additional contextual
or world knowledge to effectively differentiate factual from
fabricated content.

Codebook The codebook approach yields minimal im-
provements for FNN and SFN. indicates that providing ex-
plicit criteria for evaluating factual claims, source credibility
markers, and stylistic indicators of fabricated content may
help models overcome the inherent complexity of fact veri-
fication. The codebook’s little effectiveness in this domain
suggests that FN does not completely benefit from struc-
tured evaluation frameworks. Regarding FN, with the dif-
ferent prompt strategies tested in ICL, we found out that the
small LLMs are not effectively capable of detecting this kind
of disinformation because they can not rely properly on the
ontological structures encoded in their world-knowledge.
Thus, employing these models as out-of-the-box tools with
an ICL setup proves to be inefficient for this task.

PL zero-shot-general vs zero-shot-specific Political
leaning (PL) classification tasks exhibit low performance
across all models under zero-shot conditions. It is important
to note that this is a multiclass classification task, which adds
complexity. Generally, specific prompting produces a slight
decrease for this task. Llama maintains consistently higher
performance (on average F1 .416) than the other models.

The limited effectiveness with a specific definition of the po-
litical wings suggests that PL requires more than definitional
refinement to overcome the inherent subjectivity involved.

Codebook Providing more detailed and specific knowl-
edge through the codebook generally resulted in decreased
performance across all models. This highlights the complex-
ity of the task and suggests that, despite offering explicit
rules to interpret the U.S. political context, agendas, the cul-
tural nuances and linguistic factors involved are insufficient
for effectively addressing the task. This result reveals the
complexity underlying political bias detection.

HF zero-shot-general vs zero-shot-specific HF covered
three languages and Qwen reached the best results in C1A
with zero-shot-generic prompts (F1 .851). However, when
prompted with zero-shot-specific prompts, its performance
decreased. On the other hand, Llama particularly benefit-
ted from the introduction of the specific knowledge for C1B
(from F1 .507 to .676) and CI1E (from F1 .730 to .764).
Codebook With the introduction of specific dimensions
to frame the task, all the models across the HF datasets
(except for Qwen in C1A) improved their performances.
Specifically, Mistral reached F1 .864 in C1B. This marked
improvement highlights the value of explicit harm tax-
onomies and classification criteria for this sensitive domain.
The codebook’s effectiveness for harmful content detection



Dataset: C1A

F1 Score

Dataset: C1B

 S— T ——

F1 Score

Dataset: C1E

¥ +

B S ST = T e |

F1 Score

Dataset: C3A

F1 Score

e S S S B -

0
0
a

Dataset: FBC

o,ri"rjfjlj:‘ =

|
|
|
|
|
I
|
|
|
|

F1 Score

Dataset: FNN

[ Tr—" +
L3

+ + —%

o.
o.
o.
o.
050
o.

F1 Score

7
5
7
5
o.
o.
o.
.
o.
o.
5
2
o.
o.

B

F1 Score

v ‘

Dataset: QB

@
£ 045
& 040
& 035

::;?:::;;;:W:-&::»:4?{»_--—;-—;::;—;---;»————6 ‘

Dataset: SFN

F1 Score

Dataset: SH

— 3 *

!—,;‘i:*, ,i; = S . S

: 71—
=

1 2 3 4 H 6 7 8 9 10
Number of Few-Shot Examples.

.
o.
.
.

F1 Score

—~ Qwen/Qwen25 (dpp) & Qwen/Qwen2.5 (random) meta (dpp) meta (random)  —~ mistralaifMistral (dpp) & mistralai/Mistral (random)

Figure 3: FS DPP vs Random results.

suggests that these tasks require clearly articulated bound-
aries and examples to overcome potential ambiguities in
what constitutes harmful material.

Summary for Zero-shot configurations

Across all classification domains, the transition from generic
to specific zero-shot prompting lead only to marginal im-
provements. This pattern suggests that merely elaborating
on task definitions provides insufficient guidance for these
models to significantly alter their classification behavior.
The codebook approach demonstrates modest effectiveness
across all task categories, with particularly improvements
for HF and FN classification. This pattern indicates that pro-
viding structured classification criteria helps models over-
come the inherent complexities of these judgment tasks. The
codebook’s effectiveness stems from its ability to bridge
the gap between abstract classification concepts and con-
crete textual indicators, providing models with clearer de-
cision boundaries for ambiguous cases. Lastly, we noticed
that more subjective and nuanced tasks like HF and PL, that
require extensive knowledge of the facts and their truthful-
ness, show improvement with advanced prompting strate-
gies than more stylistic-based tasks (e.g. HP detection), sug-
gesting that prompt optimization benefits may correlate with
task complexity. Indeed, the rule based approach is the best
ICL configuration for 3 out of 10 datasets: SH, C1B and
FBC.

FS: DPP-selected vs Random examples

To test the Few-Shot capacity of the model, we decided to
compare the performances using random datapoints against
a representative set of examples, maintaining the dataset di-
versity using DPP. Table 3 reports the results for this com-
parison. Random selection risks subsets that lack diversity
or fail to represent edge cases, while DPP ensures prompt
stability by challenging the model with dissimilar patterns.
In Few-Shot Learning, where models rely on limited ex-
amples to generalize, diverse subsets prevent overfitting to
specific features and improve generalization. DPP-selected
examples enhance prompt informativeness by showcasing
varied cases, enabling the model to better understand nu-
anced relationships. This diversity reduces classification er-
rors and improves accuracy by covering a broader range of
inputs. A key observation across both FS Random and FS
DPP is that increasing the number of shots does not consis-
tently or monotonically improve performance for all models
and datasets. Generally, performance often peaks at an in-
termediate number of shots (e.g., 1-shot, 5-shot, 6-shot) and
can then plateau, fluctuate, or even decline as more shots are
added (e.g., in the range 7-10 shots). This implies that sim-
ply providing more examples is not always the best strategy,
regardless the datapoints representativeness of the selected
examples. There is not any ideal threshold for the n-shots,
since the performances vary across models and datasets. For
instance, while using FS Random examples in Hyperpar-
tisan Detection on the SH dataset, Llama-3.1-8b-Instruct’s
F1 score varies from .751 (1-shot) down to .623 (4-shot)
and then to .587 (10-shot). However, the results do not in-
dicate a clear best method across all scenarios. Peak per-
formance for a given model and dataset can be achieved by
either method, often at different n-shot values. For example,
with Llama-3.1-8B-Instruct on the HV dataset, Random 9-
shot yields an F1 of .811, while DPP 10-shot gives .801.
Conversely, Mistral-Nemo-Instruct-2407 on C1B achieves
its highest few-shot F1 of .851 with DPP 10-shot. FS Ran-
dom can achieve high scores, possibly when the random se-
lection happens to include particularly effective examples.
However, its performance can be inherently more variable.
FS DPP, by design, selects for diversity, which might be ex-
pected to lead to more robust or consistent improvements.
While it achieves strong results in some cases, it also ex-
hibits fluctuations and doesn’t always outperform Random
FS.

Chain of Thought

This setting provided reasoning steps with increasing lev-
els of abstraction modeled as successively sub-task steps.
Llama-3.1-8B-Instruct shows good performance with CoT
on HP tasks, achieving the best F1/Accuracy in its section
for both SH (F1 .792, Acc .795) and HV (F1 .757, Acc .764)
datasets. It also performs well on PL Detection for C3A (F1
465, Acc .459) and QB (F1 .416, Acc .405), again leading in
its section. Mistral with CoT achieves the overall best scores
for FN Detection across all models and configurations on the
FNN dataset (F1 .623, Acc .680) and across sections in FBC
dataset (F1 .315, Acc .397), and SFN (F1 .167, Acc .168).
This suggests CoT might be particularly beneficial for this



model on these specific complex tasks. Regarding, Qwen,
CoT helps it in achieving strong results on C1A (F1 .804,
Acc .783), but only F1 .646 in C1B and F1 .575 in C1E, lead-
ing this section for these datasets. Nevertheless, in most of
the cases, it revealed to be suboptimal. The CoT prompting
proved largely suboptimal across our experiments, showing
significant improvement only for the FNN task. Our anal-
ysis suggests this underperformance stems primarily from
language representation issues in the model’s training data.
When prompted in underrepresented languages with insuf-
ficient training tokens, the models struggled to process the
unfamiliar linguistic patterns. Rather than aiding reasoning,
these novel tokens appeared to confuse the models, disrupt-
ing their inference capabilities. Additionally, we observed
that even in zero-shot-specific, codebook, and few-shot con-
figurations, the models sometimes generated explanations
unprompted, suggesting they were trained to occasionally
provide reasoning alongside their answers. This built-in ex-
planatory behavior likely accounts for why explicit CoT
prompting offered minimal additional benefits despite its
theoretical advantages and added complexity.

Insights from Fine-Tuning vs. In-Context Learning
in LLMs

Across all the configurations tested in our experiments, FT
emerged as the most effective method to apply models to
the political domain, and, in particular, the disinformation
subdomain. Specifically, for LLMs, the FT configuration
demonstrated its efficacy in 28 out of 33 cases. Notably,
Qwen particularly benefited from ICL achieving its best per-
formance with the following configurations: few-shot ran-
dom for C1E (F1: 0.833) and SFN (F1: 0.678), and zero-shot
codebook for SH (F1: 0.810). These results suggest that up-
dating model parameters through FT is generally the most
reliable way to optimize performance for downstream tasks
in this domain. However, ICL remains a valid and conve-
nient strategy for probing a model’s task-specific knowledge
without parameter updates. Despite our efforts to optimize
prompts—by incorporating external domain-specific knowl-
edge, employing rule-based approaches, and eliciting rea-
soning capabilities—ICL configurations still showed more
limited effectiveness compared to FT. Lastly, both model ar-
chitectures benefited from fine-tuning, with encoder-based
models achieving superior performance on 6 out of 10
datasets, and smaller LLMs performing better on the remain-
ing 4—particularly in tasks such as fake news and political
leaning detection, which require deeper world knowledge. It
is important to note, however, that fine-tuning —especially
when applied to LLMs—demands significant computational
resources, making it a considerably resource-intensive ap-
proach.

Conclusion and Future Work

This paper provides a comprehensive benchmark for FT
and ICL methods across classification tasks in several mis-
information domains. Indeed, we largely compared dif-
ferent model architectures, learning techniques and sets
of prompts in several classification tasks. We evaluated

performance on 10 diverse datasets, spanning binary and
multiclass contexts in English, Spanish, Brazilian Por-
tuguese, Arabic, and Bulgarian. Particularly, we com-
pared nine models covering the following transformer fam-
ily’s architecture: (1) encoders: ROBERTa-base, ROBERTa-
large, XLM-RoBERTa, POLITICS, Modern-BERT-base and
-large, mDeBERTaV3; (2) decoders: LlaMA3.1-8b-Instruct,
Mistral-Nemo-Instruct-2407 and Qwen2.5-7B-Instruct. ICL
consistently proved to be less effective than fine-tuning
across most settings. Indeed, results showed that in FT, de-
coders were better at PB and FN detection, whereas en-
coders were better at HP and HF tweet detection. Regard-
ing ICL, we applied different levels of prompt optimiza-
tion, testing all the main ICL techniques. In Few-Shot, we
found that DPP sometimes reduces variations in classifica-
tion rather than randomly sampling the shots, though it does
not systematically increase the performance. Furthermore,
the adaptation methods in ICL did not behave the same de-
pending on the LLM used. Lastly, except for fake news de-
tection tasks, eliciting the model with a codebook was gen-
erally the best approach in ICL, making the CoT unreliable
for classification task. Future work could investigate the ap-
plication of a RAG system to incorporate up-to-date infor-
mation and improve the factual verification of news.

Limitations

LLMs In CoT, to overcome the different templates gener-
ated by the model in the initial phase of our experiment, we
crafted a template for the different tasks (see the prompt Ta-
bles 4,5,6,7 in the Appendix). Moreover, in few cases the
model produced irregular outputs. When this occurred, we
considered those cases to be incorrectly labeled.

Practical applications Our work is a comprehensive
overview of architectures and methods. Nevertheless, some
datasets do not contain up-to-date information that can be
used effectively to tackle fake news propagation, since this
kind of misinformation does not rely only on linguistic clues
but also on pre-existence knowledge of political facts. In-
deed, the temporal limitation can affect how the perception
of a fact - a general one - can be perceived and or dis-
cussed, because the language is subjected to changes over
time. However, those dataset could be used for continual
pre-training or as part of a RAG system that also incorpo-
rates up-to-date information.

Domain We acknowledge that our experiments focus on
a subset of political NLP tasks, specifically misinformation-
related tasks across different languages. As such, our find-
ings should not be generalized to the full range of NLP tasks.

Open LLMs and size We limited our model selection to
open models, while discarding closed one (e.g. Claude, Ope-
nAl) for the sake of reproducibility and budget limitations.
Furthermore, our GPUs could not host larger models. This
fact limits our findings.

Ethics Statement

One of the primary objectives of this work is to address
the challenge of misinformation spreading — a critical is-
sue in today’s society. Tackling misinformation is both ben-



eficial to society and ethically imperative, as it contributes
to a more informed and balanced public discourse. How-
ever, we acknowledge that our work is not without risks and
potential unintended consequences. Our study involves the
exploration of various architectures and models to assess
their reliability in identifying and countering misinforma-
tion. This process inherently carries ethical considerations,
particularly related to the datasets we used. The datasets in-
clude linguistically hazardous data, such as offensive con-
tent in the Harmful Tweet dataset, and highly polarized mes-
sages, as seen in the Hyperpartisan News and Political Bias
detection datasets. Although the datasets used are crucial for
the development of robust and effective models, they also
pose risks of misuse. Specifically, such datasets could po-
tentially be exploited to train LLMs capable of generating
biased or misleading political content, thereby exacerbating
the very problem we aim to mitigate. To address these risks,
we took steps to ensure our work adheres to ethical stan-
dards. Firsly, regarding data handling, we carefully managed
the datasets, using them only for the tests described in our
paper and not for other unethical purposes. We emphasize
the importance of using the models and methodologies de-
veloped in this study exclusively for combating misinforma-
tion and promoting ethical information dissemination. Mis-
use of these tools to create or amplify harmful content is
strongly discouraged. Then, by openly releasing our code
and datasets, we aim to promote transparency and encour-
age responsible research practices. We also are going to pro-
vide detailed documentation to inform users of the potential
risks associated with these datasets. VIStA-H and SemEval-
2019, Qbias, and CLEF23 3 A contain both headlines and ar-
ticles with extremely polarized content from both Right and
Left wing leanings, slurs and racist sentences. CLEF22 1C
ar, bu and en host tweets supporting conspiracy theories re-
lated to COVID-19. Spanish Fake News Corpus gather cul-
tural fake news as well as ones against gender equality and
the LGBTQIA+ community. Fake News Net and Fake.br-
Corpus contain a wide range of fake news on different top-
ics, from political to climate change. Lastly, recognizing the
potential for misuse, we encourage future researchers and
practitioners to implement safeguards, such as adversarial
testing and bias detection frameworks, when deploying these
models. We further stress that while our findings demon-
strate the superior performance of fine-tuned models over in-
context learning strategies, this advantage must be wielded
with care. Fine-tuned models can be highly specialized and
powerful, making it imperative to ensure they are used re-
sponsibly. As researchers, we are committed to fostering a
dialogue around the ethical implications of NLP technolo-
gies and encouraging their use for the betterment of society.
By highlighting these concerns and promoting transparency,
we aim to contribute to a more ethical and responsible ap-
proach to NLP research in the context of misinformation de-
tection.
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Appendix
Datasets URLSs

In the following paragraph we list the datasets’ URLs.
(Kiesel et al. 2019): https://zenodo.org/records/1489920;
the VIStA-H dataset (Lyu et al. 2023): https://github.
com/VIStA-H/Hyperpartisan-News- Titles/blob/main;  the
Spanish Fake News Corpus (Gémez-Adorno et al. 2021):
https://github.com/jpposadas/FakeNewsCorpusSpanish;

the Fake News Net dataset (Shu et al. 2017): https:
//github.com/KaiDMML/FakeNewsNet/tree/master/dataset;
the Fake.br Corpus (Monteiro et al. 2018): https://github.
com/roneysco/Fake.br-Corpus/blob/master/preprocessed;

CLEF 2022 CheckThat! Lab Subtask 1C (Nakov
et al. 2022): https://gitlab.com/checkthat_lab/clef2022-
checkthat-lab; Qbias dataset (Haak and Schaer 2023)
https://github.com/irgroup/Qbias; CLEF 2023 Check-
That! Lab Task 3A dataset (Azizov and Nakov 2023)
https://gitlab.com/checkthat_lab/clef2023-checkthat-1ab.

Computational Infrastructure and
Hyperparameters

Our computing infrastructure included two Tesla P40 GPUs,
one NVIDIA GeForce RTX 2080 Ti GPU and a single A100
80GB SXM GPU, which was part of the Austral super-
computer of the CRIANN (Centre Régional Informatique
et d’ Applications Numériques de Normandie). Each experi-
ment was run on a single GPU.

Hyperparameter Value
Learning rate 1x10~*
Epochs 3
Runs 5
LoRA target modules query, value
LoRA Rank 8
LoRA Alpha 16
LoRA dropout 0.1
Weight decay 0.001
Max grad norm 0.3
Warmup ratio 0.1

Table 3: Hyperparameters for Fine-Tuning experiments.

Prompts

We employed four distinct prompt configurations in our ex-
periments: (1) zero-shot prompts with a generic task defini-
tion, relying on the model’s internal knowledge; (2) zero-
shot prompts with a task definition crafted by a political
science expert; (3) task-specific prompts using structured
codebooks; and (4) task-specific Chain-of-Thought (CoT)
prompts.

For all configurations except the codebook-based
prompts, we conducted preliminary experiments using
the same structure but varying the wording and the label
formatting. Based on these findings, we revised the label

templates for the current study—most notably by switching
from integer-based labels to string-based labels and adopt-
ing a more structured output format using special symbols
(e.g., ==>) accompanied by a clear instruction to follow the
format.

This refinement led to a substantial improvement in output
consistency, reducing the number of unparseable labels by
approximately 99%.

Prompt examples



Table 4: Table showing different examples of instruction for PL Detection.

Prompt

Text

zero  shot
generic

”You are an expert in political domain. You will be provided with a text, and your task is to determine, to the best of
your judgment, whether the text is left-, right-wing or neutral. If you are unsure, make the most informed decision
you can based on the content. Determine the political leaning of the headline. The possible choices are: ’left’ if the
article is left-wing, ’center’ if the political leaning is from the center, ’right’ if the article is right-wing’. Make sure to
structure your answer in the following manner: \ n\nFinal Answer ==>left\n\nor \n\nFinal Answer ==>center
\n\nFinal Answer ==>right\n\n Here’s the text: ”

zero  shot
generic

”You are an expert in political domain. You will be provided with a text, and your task is to determine, to the best of
your judgment, whether the text is left-, right-wing or neutral. If you are unsure, make the most informed decision
you can based on the content. Determine the political leaning of the headline. The possible choices are: ’left’ if the
article is left-wing, ’center’ if the political leaning is from the center, ’right’ if the article is right-wing’. Left-wing
ideologies and moral values often include support for social equality, environmentalism, social justice, labor rights,
and progressive taxation. Center ideologies and moral values often focus on a balance between market and social
justice, pragmatism, and incremental reform. Right-wing ideologies and moral values often emphasize tradition,
free market capitalism, individualism, and a limited role of government. Detect the political leaning of the headline.
Determine the political leaning of the headline. The possible choices are: ’left’ if the article is left-wing, ’center’
if the political leaning is from the center, 'right’ if the article is right-wing’. Make sure to structure your answer
in the following manner:\n\nFinal Answer ==>left\n\nor \n\nFinal Answer ==>center \n\nFinal Answer
==>right. \n\n Here’s the text: ”,

few shot

”You are an expert in political domain. You will be provided with a text and some labeled examples, and your task is
to determine, to the best of your judgment, whether the text is left-, right-wing or neutral. If you are unsure, make the
most informed decision you can based on the content. Determine the political leaning of the headline. The possible
choices are: ’left’ if the article is left-wing, ’center’ if the political leaning is from the center, ‘right’ if the article
is right-wing’. Make sure to structure your answer in the following manner: \n\nFinal Answer ==>left\n\nor
\n\nFinal Answer ==>center \n\nFinal Answer ==>right\n\n Here’s the text: ”,

codebook

”You are an expert in political domain. You will be provided with a codebook to follow and a text, and your task is to
determine, to the best of your judgment, whether the text is left-, right-wing or neutral. If you are unsure, make the
most informed decision you can based on the content. Determine the political leaning of the headline. *Definition:
Left-wing ideologies and moral values often include support for social equality, environmentalism, social justice,
labor rights, and progressive taxation. Center ideologies and moral values often focus on a balance between market
and social justice, pragmatism, and incremental reform. Right-wing ideologies and moral values often emphasize
tradition, free market capitalism, individualism, and a limited role of government. *Task: The possible choices are:
’left’ if the article is left-wing, *center’ if the political leaning is from the center, ’right’ if the article is right-wing’.
Make sure to structure your answer in the following manner: \n\nFinal Answer ==>[left or center or right] \n\n
Here’s the text: ”,

cot

”You are an expert in political domain. You will be provided with a text, and your task is to determine, to the best of
your judgment, whether the text is left-, right-wing or neutral. If you are unsure, make the most informed decision
you can based on the content. Determine the political leaning of the headline. The possible choices are: ’left’ if
the article is left-wing, *center’ if the political leaning is from the center, ‘right’ if the article is right-wing’. Make
sure to structure your answer in the following manner: \n\nFinal Answer ==>[left or center or right] Reason step
by step: 1. Identify key words and phrases: list of words or phrases that might indicate political bias. 2. Sentiment
analysis: Analyze the tone and the language to see if there are polarizing words, or emotional language. 3. Are
there any rhetorical devices used? (e.g., hyperbole, loaded questions). 4. Look for policy implications: Does the
headline suggest support for or opposition to specific policies? Are there any implicit assumptions about political
or economic systems? 5. Identify target audience: Who seems to be the intended audience for this headline? 6.
Left-wing hyperpartisan: Consider you are a left-wing reader. Would you consider this article as hyperpartisan to
your political stance? [Follow the instructions from 1 to 5.] 7. Right-wing hyperpartisan: Consider you are a right-
wing reader. Would you consider this article as hyperpartisan to your political stance? [Follow the instructions from
1 to 5.] 8. Consider omissions and emphasis: What information is emphasized, and what might be omitted? How
might this emphasis or omission indicate bias? 9. Final prediction. The output will be in this format. Remember
to use all reasoning steps followed by <end>to write a coincise explanation: Example output: ** Key words:
EXPLANATION <end>** Sentiment analysis: EXPLANATION <end>** Policy implications: EXPLANATION
<end>* Target audience: EXPLANATION <end>** Left-wing hyperpartisan: EXPLANATION <end>* Right-
wing hyperpartisan: EXPLANATION <end>** Omissions and emphasis: EXPLANATION <end>*Final Answer
==>left\n\nor \n\nFinal Answer ==>center \n\nFinal Answer ==>right\n\n Here’s the text: ”




Table 5: Table showing different examples of instruction for HF Detection.

Prompt

Text

zero  shot
generic

”You are a fake news expert. You will be provided with a text, and your task is to determine, to the best of your
judgment, whether the text is harmful to society or not. If you are unsure, make the most informed decision you
can based on the content. If the news is harmful, the label is "harmful’, if the text is neutral, the label is 'neutral’.
Make sure to structure your answer in the following manner:\n\n Final Answer ==>harmful\n\nor \n\nFinal
Answer ==>neutral \n\n Here’s the text: ”,

zero  shot
generic

”You are a fake news expert. Harmful tweet is a post on the social media platform Twitter that can cause distress,
harm, or damage to individuals, groups, or society. This type of tweet may include content that is abusive, offensive,
defamatory, threatening, or incites violence against the policies to contain the spread of COVID-19. Additionally,
it may spread false information, contribute to cyberbullying, or perpetuate hate speech and discrimination. Harmful
tweets can negatively impact mental health, reputations, and community safety. You will be provided with labeled
examples and a text, and your task is to determine, to the best of your judgment, whether the text is harmful to
society or not. If you are unsure, make the most informed decision you can based on the content. If the news is
harmful, the label is *harmful’, if the text is a neutral, the label is 'neutral’. Make sure to structure your answer
in the following manner: \n\n Final Answer ==>harmful\n\nor\n\nFinal Answer ==>neutral\n\n Here’s the
text: ”,

few shot

”You are a fake news expert. You will be provided with labeled examples and a text, and your task is to deter-
mine, to the best of your judgment, whether the text is harmful to society or not. If you are unsure, make the
most informed decision you can based on the content. If the news is harmful, the label is *harmful’, if the text
is neutral, the label is 'neutral’. Make sure to structure your answer in the following manner:\n\n Final Answer
==>harmful\n\nor\n\nFinal Answer ==>neutral\n\nHere’s the text: ”,

codebook

”You are a fake news expert. **Definition: Harmful tweet is a post on the social media platform Twitter that can
cause distress, harm, or damage to individuals, groups, or society. This type of tweet may include content that is abu-
sive, offensive, defamatory, threatening, or incites violence against the policies to contain the spread of COVID-19.
Additionally, it may spread false information, contribute to cyberbullying, or perpetuate hate speech and discrimi-
nation. Harmful tweets can negatively impact mental health, reputations, and community safety. **Task: You will
be provided with a codebook and a text, and your task is to determine, to the best of your judgment, whether the text
is harmful to society or not. If you are unsure, make the most informed decision you can based on the content. If
the news is harmful, the label is "harmful’, if the text is a neutral, the label is "neutral’. Make sure to structure your
answer in the following manner:\n\n Final Answer ==>harmful\n\nor \n\nFinal Answer ==>neutral\n\n
Here’s the text: \n\nThis is the codebook: — Label — Class — Definition — Typical Content Patterns — Neu-
tral — Neutral— The tweet provides factual, supportive, or neutral information about COVID-19. — - Promotes
vaccinations, masking, or safety —\n—- Shares news from reliable sources (WHO, CDC) —\n—- Describes
personal experiences without disinformation —\n— Harmful — Harmful — The tweet contains disinformation,
conspiracy theories, or medically incorrect claims. — - Claims vaccines are deadly or part of a conspiracy —\n—-
Encourages rejection of public health guidance —\n—- Spreads pseudoscience or political hoaxes —\n\n—
Aspect — Description of Harmful Characteristics Conspiracy Theory — References to population control, “pan-
demic”, 5G causes COVID, microchips in vaccines —\n— Distrust in Science — Discredits CDC/WHO, claims
that mainstream medicine is false or corrupt —\n— Alternative Cures — Promotes ivermectin, bleach, natural
remedies as vaccine alternatives without evidence —\n— Anti-Vaccine — Claims vaccines are unsafe, rushed,
or part of a control agenda —\n— Hoax Narrative — Declares COVID-19 is fake, exaggerated, or invented by
governments —\n— Call to Action — Urges followers to ignore mandates, avoid vaccination, or resist mask-
ing —\n— Language Style — Emotionally charged, sarcastic, or mocking tone; often uses ALL CAPS, emojis,
hashtags like **NoVax **Plandemic —\n\n— Linguistic Features — Harmful — Not Harmful — Use of hash-
tags — **plandemic, **NoVax, **scamdemic — **GetVaccinated, **StaySafe ——\n—— Source credibility —
Anonymous sources, influencer claims — WHO, CDC, news outlets \n— Personal stories — Claims of side
effects or hoaxes — Stories of recovery, gratitude for vaccines ——\n— Tone — Alarmist, rebellious, sarcastic —
Informative, cautious, or appreciative —. \n\nMake sure to structure your answer in the following manner:\n\n
Final Answer ==>harmful\n\nor\n\nFinal Answer ==>neutral\n\n Here’s the text: ”,

cot

”You are a fake news expert. You will be provided with labeled examples and a text, and your task is to deter-
mine, to the best of your judgment, whether the text is harmful to society or not. If you are unsure, make the
most informed decision you can based on the content. Analyze the text for fake news using step-by-step rea-
soning. If the news is neutral, the label is 'neutral’, if the text is harmful, the label is "harmful’. You have to
choose one label and the output is only one label. Make sure to structure your answer in the following manner:
Explanation: [Eplanation for each reasoning step]. \n\n Final Answer ==>harmful —\n— or —\n— Final
Answer ==>eutral.—\n—****%* Reason step by step:—\n—1. *Lexical Analysis**\n\n- Check for vague
sourcing, absolutist language, logical fallacies—\n—. **Sentiment Analysis**\n\n- Identify polarizing/emo-
tional language—\n—3. **Content Authenticity**\n\n- Detect bot-like patterns, verify data—\n—4. **Fram-
ing Bias**\n\n- Assess selective presentation—\n— 5. Audience Analysis**\n\n- Determine target audience
and intent—\n—=6. **Information Adequacy**\n\n- Evaluate comprehensiveness and reliability. \n\n Make
sure to structure your answer in the following manner:Explanation: [Explanation for each reasoning step]. Final
Answer ==>harmful\n\nor\n\nFinal Answer ==>neutral. \n\n Here’s the text: ”




Table 5 — continued from previous page
Prompt | Text

Table 5: Table showing different examples of instruction for HF Detection. For the multilingual dataset, we translated this
prompt to Arabic and Bulgarian.



Table 6: Table showing different examples of instruction for HP Detection.

Prompt

Text

zero  shot
generic

”You are a hyperpartisan news expert. You will be provided with a text, and your task is to determine, to the best
of your judgment, whether the text is hyperpartisan or not. If you are unsure, make the most informed decision you
can based on the content. The possible choices are: 'neutral’ if the article is neutral, "hyperpartisan’ if the article
is hyperpartisan. You have to choose one label and the output is only one label. \n\n Make sure to structure your
answer in the following manner:\n\n Final Answer ==>hyperpartisan\n\nor \n\nFinal Answer ==>neutral
\n\n This is the text: ”

”zero shot
generic”

”You are a hyperpartisan news expert. You will be provided with a text, and your task is to determine, to the best
of your judgment, whether the text is hyperpartisan or not. If you are unsure, make the most informed decision
you can based on the content. Hyperpartisan articles contain biases, particularly ad hominem attack, loaded lan-
guage, and evidence of political ideology. Sometimes they rely on cherry-picking strategy. The possible choices
are: 'neutral’ if the article is neutral, "hyperpartisan’ if the article is hyperpartisan. You have to choose one label
and the output is only one label. Make sure to structure your answer in the following manner:\n\n Final Answer
==>hyperpartisan\n\nor \n\nFinal Answer ==>neutral \n\n This is the text: ”

few shot

”You are a hyperpartisan news expert. You will be provided with a text, and your task is to determine, to the best
of your judgment, whether the text is hyperpartisan or not. If you are unsure, make the most informed decision
you can based on the content. You will be provided with some examples of labeled text. The possible choices
are: 'neutral’ if the article is neutral, "hyperpartisan’ if the article is hyperpartisan. You have to choose one label
and the output is only one label. Make sure to structure your answer in the following manner:\n\n Final Answer
==>hyperpartisan\n \nor \n\nFinal Answer ==>neutral \n\n******Examples of labelled articles: \n\n This
is the text: ”

codebook

”You are a hyperpartisan news expert. You will be provided with a text, and your task is to determine, to the
best of your judgment, whether the text is hyperpartisan or not. If you are unsure, make the most informed deci-
sion you can based on the content. You will be provided with some examples of labeled text. \n\n Definition:
Hyperpartisan news detection is the process of identifying news articles that exhibit extreme one-sidedness, char-
acterized by a pronounced use of bias. The prefix hyper- highlights the exaggerated application of at least one
specific type of bias—such as spin, ad hominem attacks, opinionated statements, ideological slants, framing, se-
lective coverage, political leaning, or slant bias—to promote a particular ideological perspective. This strong ide-
ological alignment is conveyed through amplified linguistic elements that reinforce one of these bias types within
the text.\n\n****** Task: Read carefully the codebook provided and assign a label to the text. You can choose
only one label. If the text is neutral, you will write "neutral’, if it is hyperpartisan “hyperpartisan’.\n\ nFollow
the output template given as an example. Under no circumstances we are asking to provide or generate harm-
ful content. Please, provide only the label. \n\n****** Make sure to structure your answer in the following
manner: \n\n Final Answer ==>hyperpartisan\n\nor \n\nFinal Answer ==>neutral \n\n **This is the code-
book: Linguistic Features: \n\n***#**** ] ] exical Features —\n Feature — Hyperpartisan — Neutral — Lex-
ical Polarity — Frequent use of emotionally charged words (e.g., disaster, outrageous) — Neutral and precise
language ——\n—— Modality and Certainty — Strong modal verbs (e.g., will destroy) — Hedging markers
(e.g., may, might) ——\n—— Repetition — Repeating claims or slogans — Minimal repetition \n——
Pronouns — Frequent us vs them language — Focus on third-person objectivity —\n\n***#**¥¥* 2 Rhetori-
cal Devices—\ n—— Feature — Hyperpartisan — Neutral \n—— Appeal to Emotion — Frequent appeals
to fear/anger — Logical/factual appeal ——\n—— Hyperbole — Common exaggeration — Proportional state-
ments \n—— Metaphors — Politically loaded metaphors — Literal language preferred —\n\ n## k4%
3. Discourse Structure—\n—— Feature — Hyperpartisan — Neutral ——\n—— Framing — Blame/conflict
framing — Balanced framing —\n— Source Attribution — Partisan sources only — Multiple reputable sources
——\n—— Balance of Views — One-sided presentation — Multiple perspectives —\n\n******** 4 Jdeolog-
ical Markers —\n—— Feature — Hyperpartisan — Neutral —\n— Us vs Them — Strong binary division —
Avoids binaries —\n— Ideological Alignment — Clear left/right alignment — Issue-focused —\ n\ n###*# %
5. Pragmatic Features—\ n—— Feature — Hyperpartisan — Neutral \n Intent — Persuade/convert —
Inform/explain \n—— Tone — Confrontational/accusatory — Formal/detached —\n\n****** \n\n Final
Answer ==>hyperpartisan\n\nor \n\nFinal Answer ==>neutral\n\n This is the text:




Table 6 — continued from previous page

Prompt

Text

cot

”You are a hyperpartisan news expert. You will be provided with a text, and your task is to determine, to the best
of your judgment, whether the text is hyperpartisan or not. If you are unsure, make the most informed decision you
can based on the content. You have to choose one label and the output will be the explanation and the determined
label for that article. Make sure to structure your answer in the following manner:\n\n Explanation: [Eplanation
for each reasoning step]. \n\n Final Answer ==>hyperpartisan\n\nor \n\nFinal Answer ==>neutral. \n\n
Reason step by step:\n\nl. **Lexical and Sentiment analysis**: Analyze the tone and language. Does the article
use polarizing, emotionally charged, or exaggerated language? Are there strong positive/negative sentiments to-
ward a group, ideology, or issue?\n\n2. **Rhetorical bias**: Does the text use loaded language, name-calling, or
manipulative rhetoric? Are there oversimplifications, strawman arguments, or exaggerated claims?\n\n3. **Fram-
ing bias**: Is information presented selectively to favor one perspective? Does it emphasize certain aspects while
downplaying others to shape perception?\n\n4. **Ideological bias**: Does it emphasize certain aspects while
downplaying others to shape perception? Does the article vilify opposing views rather than engaging with them
fairly?\n\n5. **Unilateral coverage**: Does the article present multiple viewpoints (neutral) or only one side
(hyperpartisan)? Are opposing arguments ignored, misrepresented, or dismissed?\n\n6. **Intent and Purpose**:
Is the primary goal to inform objectively (neutral) or to persuade/mislead (hyperpartisan)? Does it present facts
fairly, or does it push a clear agenda?\n\n7. Final prediction: Based on your previous considerations, classify
the input as:\n\n- "neutral’ (Neutral): Balanced, factual, and objective.\n\n- "hyperpartisan’: Biased, one-sided,
or manipulative.\n\n While generating the explanation for each reasoning step be coincise.. \n\n Remember
to follow the output template for the label. \n\n Final Answer ==>hyperpartisan\n\nor \n\nFinal Answer
==>neutral \n\n This is the text: ”

Table 6: Table showing different examples of instruction for HP Detection.




Table 7: Table showing different examples of instruction for FN Detection.

Prompt Text
zero shot | ”You are a fake news expert. You will be provided with a text, and your task is to determine, to the best of your
generic judgment, whether the text is fake news or not. If you are unsure, make the most informed decision you can based on

the content. If the news is true, the label is true’, if the text is a fake news, the label is *fake’. Make sure to structure
your answer in the following manner:\n\n Final Answer ==>fake\n\nor \n\nFinal Answer ==>true\n\n
Here’s the text: ”

zero shot | ”You are a fake news expert. We define fake news as: purposefully crafted, sensational, emotionally charged, mis-
generic leading or totally fabricated information that mimics mainstream news. You will be provided with a text and your
task is to determine, to the best of your judgment, whether the text is fake news or not. If you are unsure, make
the most informed decision you can based on the content. If the news is true, the label is ’true’, if the text is a
fake news, the label is ’fake’. Make sure to structure your answer in the following manner:\n\n Final Answer
==>fake\n\nor \n\nFinal Answer ==>true\n\n Here’s the text: ”,

few shot ”You are a fake news expert. You will be provided with a text and labeled examples, and your task is to determine, to
the best of your judgment, whether the text is fake news or not. If you are unsure, make the most informed decision
you can based on the content. If the news is true, the label is "true’, if the text is a fake news, the label is *fake’. Make
sure to structure your answer in the following manner:\n\n Final Answer ==>fake\n\nor \n\nFinal Answer
==>true\n\n Here’s the text: ”,

codebook ”You are a fake news expert. You will be provided with a text, and your task is to determine, to the best of
your judgment, whether the text is fake news or not. If you are unsure, make the most informed decision you
can based on the content. **Definition: Fake news detection identifies intentionally misleading content charac-
terized by sensationalism, lack of credible sources, or manipulative language.\n\nlIf the news is true, the la-
bel is ’true’, if the text is a fake news, the label is ’fake’. \n\n**#**** Tagk: To structure the output, follow
the template in the example. \n\n Make sure to structure your answer in the following manner:\n\n Final
Answer ==>fake\n\nor \n\nFinal Answer ==>true. This is the codebook you have to use to perform the
classification: \n\n****#** Detection Criteria:\nl. **Source Origin**\n\n- Real: Established media, govern-
ment sources\n\n- Fake: Anonymous/unverifiable sources\n2. **Event Reporting**\n\n- Real: Specific ref-
erences, quantitative data\n\n- Fake: Broad generalizations, unverifiable claims\n3. **Language Style**\n\n-
Real: Neutral, professional \n\n- Fake: Sensationalized, lickbait\ n4. **Entity Authenticity**\n\n- Real: Named
real-world entities\n\n- Fake: Fictional/misspelled names\n5. **Claim Reliability**\n\n- Real: Evidence-
based\n\n- Fake: Absurd/absolute claims\n6. **Emotional Tone**\n\n- Real: Objective\n\n- Fake: Emo-
tional intensifiers\n7. **Source Credibility**\n\n- Real: Verifiable\n\n- Fake: Unknown/misleading domains
\n8. **Political Balance**\n\n- Real: Multi-perspective \n\n- Fake: One-sided\n9. **Satire Markers**\n\n-
Real: No satire \n- Fake: Absurd content\n10. *Conspiracy Indicators* \n- Real: Supported theories\n\n- Fake:
Fringe conspiracy phrases\n\n Make sure to structure your answer in the following manner:\n\n Final Answer
==>fake\n\nor \n\nFinal Answer ==>true \n\n Here’s the text: ”,

cot ”You are a fake news expert. You will be provided with a text, and your task is to determine, to the best of your
judgment, whether the text is fake news or not. If you are unsure, make the most informed decision you can based
on the content. Analyze the text for fake news using step-by-step reasoning. If the news is true, the label is ’true’,
if the text is a fake news, the label is "fake’. You have to choose one label and the output is only one label. To
structure the output, follow the template in the example. \n\nOutput example: Explanation: [Eplanation for each
reasoning step]. Final Prediction: Final Answer ==>[true or fake]. \n\n****** Reasoning step by step:\nl.
**Lexical Analysis**\n\n- Check for vague sourcing, absolutist language, logical fallacies\n2. **Sentiment
Analysis**\n\n- Identify polarizing/emotional language\n3. **Content Authenticity**\n\n- Detect bot-like
patterns, verify data\n4. **Framing Bias**\n\n- Assess selective presentation\n5. Audience Analysis**\n\n-
Determine target audience and intent\n6. **Information Adequacy**\n\n- Evaluate comprehensiveness and re-
liability. \n\n Make sure to structure your answer in the following manner:\n\n Final Answer ==>fake\n\nor
\n\nFinal Answer ==>true \n\n Here’s the text: ”

Table 7: Table showing different examples of instruction for FN Detection. For the multilingual dataset, we translated this
prompt to Spanish and Portugues.

Results and SOTA
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Dataset Reference Model Performance Our Best Model Configuration  Performance

Acc F1 Acc F1
VIStA-H (Lyu et al. 2023) BERT-base 084 0.78 RoBERTa-large FT 852 .850
Fake News Net (Jin et al. 2022) Graph-based Reasoning 0.870  0.892 Llama3.1-8b FT 945 945
Spanish Fake News Corpus  (Gémez-Adorno et al. 2021) BERT 0.766 N/A  Modern-BERT-large FT 863 .863
Fake.br (Monteiro et al. 2018) SVM 0.89 0.89  Llama3-8b-Instruct FT 979 979

Table 9: SOTA results.



