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Abstract

In this paper, we propose to study the characiesigor
analyzing subjective content in documents. For that
purpose, we present and evaluate a novel methazt! lmas
level of abstraction of nouns. By comparing stdt¢he-art
features and the level of abstraction of nouns éetwthree
annotated corpora and texts downloaded from Wikéed
and Web Blogs, we show that, building data setsttier
classification of opinionated texts can be donematically
from the web, at the document level. Moreover, nesent
accuracy levels within domains of 96.5% and across
domains of 74.5%.

Introduction

Over the past years, there have been an increasimper

of publications focused on the detection and diassion

of sentiment and subjectivity in texts. Most resbanave
focused on the construction of models within palc
domains and have shown difficulties in crossing diors.

As a consequence, our aim in constructing a classs to
maximize accuracy both on a single topic and across
topics. For that purpose, we propose to use higbHle
features (e.g. level of affective words, level bstaction)
rather than low-level features (e.g. unigrams, digg) to
learn a model of subjectivity which may apply téfetient
domains: manually annotated movie reviews and
newspaper articles, and automatically annotateds tex
downloaded from Wikipedia and Web Blogs.

Since sentiment in different domains can be exege
different ways (Boiyet al., 2007; Aue and Gammon,
2005), supervised classification techniques reqlarge
amounts of labeled training data. However, the eitipn
of these labeled data can be time-consuming and
expensive. From that assumption, we propose to
automatically produce learning data from web resesir
To do so, we propose to compare Wikipedia and Web
Blogs texts to reference objective and subjectiveara.
Our methodology uses state-of-the-art high-level
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characteristics that have been used to classifyiapated
texts and proposes a new feature to classify sentim
texts, based on the level of abstraction of nokimslly, an
exhaustive evaluation shows that (1) the level
abstraction of nouns is a strong clue to identifigjsctive
texts which crosses domains, (2) high-level feataiéow
cross-domain learning models and (3) automatically
labeled dataset extracted from Wikipedia and Weig8l|
give rise, on average, to the best cross-domassifiers
reaching accuracy levels of 74.5%.

of

Related Work

At document level, (Wiebet al., 2004) derive a variety of
subjectivity characteristics from corpora and desti@tie
their effectiveness on classification tasks. Thetednine a
relationship between low frequency terms and stibjec
and find that their method for extracting subjeetin-
grams is enhanced by examining those that occumn wit
unique terms. (Chesley al., 2006) present a method using
verb class information, and an online resource® th
Wikipedia dictionary, for determining the polariby texts.
They use verb-class information in the sentiment
classification task, since exploiting lexical infwation
contained in verbs has shown to be a successfuhitpoe
for classifying documents.

Other research in the sentiment classificatiold fieals
with cross-domain classification. Tests have beamedby
(Finn and Kushmerick, 2003) and (Aue and Gammon,
2005). Overall, they show that sentiment analysisai
domain-specific problem, and it is hard to creatlmain-
independent classifier. One possible approach igdio
the classifier on a domain-mixed set of data inktea
training it on one specific domain (Finn and Kushicie
2003; Aue and Gammon, 2005; Bayal., 2007). Another
possibility is to propose high-level features whibt not
depend so much on topics such as Part-of-Speetistista
as in (Finn and Kushmerick, 2003). Just by lookitg
part-of-speech statistics, improved results camlitained
comparatively to unigram models (low-level modeigien
trying to cross domains.



Characterizing Subjectivity

Subjectivity can be expressed

following dimensions: evaluation (positive or negey,
potency (powerful or unpowerful), proximity (near far),
specificity (clear or vague), certainty (confidemtr
doubtful), identifiers (more or less), direct exgsi®ns,
elements of actions and remarks. Based on
assumptions, our methodology aims at classifyixgstat
the subjectivity level (i.e. subjective vs. objgeli based

on high-level features which can apply to different

domains. For that purpose, we use state-of-théeattires
proposed in related works and propose a new feaased
on the level of abstraction of nouns.

State-of-the-art Features
Intensity of Affective Words: In most of previous works,

sentiment expressions mainly depend on some words
which can express subjective sentiment orientation.

(Strapparava and Mihalcea, 2008) have used a sebralfs
extracted from WordNet Affect (Strapparava and atii,
2004) to annotate the emotions in a text simplyetasn
the presence of words from the WordNet Affect leric

Dynamic Adjectives and Semantically Oriented

Adjectives: (Hatzivassiloglou and Wiebe, 2000) consider

two features for the identification of opinionateehtences:

(1) semantically oriented adjectives and (2) dymami

adjectives. They noted that all sets involving dyi@a
adjectives and adjectives with positive or negagigtarity
are better predictors of subjective sentences tharclass
of adjectives as a whole.

Classes of Verbs(Chesleyet al., 2006) present a method
using verb class information. To obtain relevantbve
classes, they use an automatic text analyzer wdrichps
verbs according to classes that often corresponthedi
polarity. We reproduce their methodology by usiihg t
classification of verbs available in Levin's Engli&/erb
Classes and Alternations (Levin, 1993).

Level of Abstraction of Nouns

There is linguistic evidence that level of gendyals a
characteristic of opinionated texts, i.e. subjettivis
usually expressed in more abstract terms than tlijgc
(Osgood et al., 1971). Indeed, descriptive textsl ti® be

more precise and more objective and as a conseguenc

more specific. In other words, word is abstract when it
has few distinctive features and few attributes tam be
pictured
abstractness of a word is by the hypernym relation
WordNet (Miller, 1995). In particular, a hypernymetric

can be the number of levels in a conceptual taxamom

in different ways as
summarized in (Boiy et al., 2007) who identify the

these

in the mind. One way of measuring the

hierarchy above a word. So, a word having more inye
levels is more concrete than one with fewer levels.

Corpora

To perform these experiments, we used three manuall
annotated standard corpora and built one corpusdbas
Web resources (Wikipedia and Web Blogs).

Mpga: The Multi-Perspective Question Answering
(MPQA) Opinion Corpus contains 10,657 sentences in
535 documents from the world press on a varietypics.
All documents in the collection are marked with
expression-level opinion annotations.

Rotten/Imdb: This is the subjectivity dataset vi @hich
contains 5000 subjective and 5000 objective seetgenc
collected from movie reviews data (Pang and Le8420

Chesley: (Chesleyet al.,, 2006) manually annotated a
dataset of objective and subjective docuntentiscontains
496 subjective and 580 objective documents.

Wiki/Blog: We downloaded part of the static Wikipedia
dump archivéand automatically spidered Web Blogs from
different domains to build a new automatically liide
corpus based on the idea that Wikipedia texts are
representative of objectivity and Web Blogs are
representative of subjectivity.

Wilcoxon Rank-Sum Test

Before performing any classification task, it isefud to
evaluate to what extent the given features are
discriminative and allow representing distinctivetiie
datasets in the given space of characteristics. that
purpose, we propose to apply the Wilcoxon rank-gesh

The two sample Wilcoxon rank-sum test with one=did
alternative is carried out for all experiments. ™anples
contain 200 values for each of the sets (100 abtéxts
and 100 subjective) and the exact p-value is coethuthe
exact 95% confidence interval for the difference tioé
location parameters of each of the sets is obtaimethe
algorithm described in (Bauer, 1972) for which the
Hodges-Lehmann estimator is employed. So, for edch
the sets, we are 95% confident that the intervataios the
actual difference between the features values lgjestive
and objective texts.

L www.cs.pitt.edu/mpga/

2 www.cs.cornell.edu/People/pabo/movie-review-data/
 www.tc.umn.edu/~ches0045/data/

* download.wikimedia.org/enwiki/



Corpus; Mpga Rotten/ | Chesley |  Wiki/
Feature: Imdb Blog
Affective words <0,0001 <0,0000 <0,0001 <0,0001
dynamic adj. <0,0001 <0,0001 0,014 <0,0001
semantical adj. <0,0001 <0,0001 0,045 <0,0001
conjecture vert 0,0002: | < 0,000: 0,021 < 0,000:
marvel verbs <0,0001 <0,0001 0,44 <0,0001
see verbs <0,0001 <0,0001 0,006 < 0,0001
positive verbs <0,0001 0,00011 0,078 0,00061
level of abstrction 0,00: <0,000: | <0,000: | <0,000:

Table 1: Computed p-values using the Wilcoxon test

As illustrated in Table 1, we can see that onlyltwel of
positive verbs does not significantly separatedbjective
sample from the subjective one over training caapés a
consequence, we discarded this feature from our
classification task.

Experiments

In this section, we report the results of machie&rming
experiments for which we used two classifiers (Supp
Vector Machines and Linear Discriminant Analysig) t
learn models of subjectivity over seven differematiires
for four different domains. In this paper, we prepdo use
Linear Discriminant Analysis (LDA) as an alternativo
Support Vector Machines (SVM). All experiments have
been performed on a leave-one-out 5 cross valida@Esis.
We used Joachim’s (2002) SVMlight packaém learning
with SVM and the Rsoftware for statistical computing for
LDA. As part-of-speech tagger, we used the MontygEag
modulé (Liu, 2004).

In-Domain Data and Level of Abstraction

In order to evaluate the importance of the level of
abstraction of nouns as a clue for subjectivity, fivet
propose to study six state-of-the-art features auththe
level of abstraction of nouns and then compare with
full set of seven features. Then, we present th@oance

of each class of features individualiyp assess how
discriminative each class of features is. For tfhatpose,
we defined four classes of features: affective wprd
adjectives (semantically oriented and dynamic),bser
(conjecture, marvel and see) and level of abstactf
nouns. The results are illustrated in Table 2 anébr3
leave-one-out 5 cross validation for in-domain data
each model is tested with documents from the same
domain of the training texts. The evaluation asseshat
LDA reaches higher levels of accuracy than the Sféi

all datasets, with a maximum of 96.5% for Rottemittm
and seven features.

® svmlight.joachims.org/
& www.r-project.org/
" web.media.mit.edu/~hugo/montylingua/

Rotten/ Wiki/

Mpga imdb Chesley Blogs

7 features 60.5% 87.5% | 64.5% 74%

6 features 88% 84.5% 66% 82%
Affective words only 90.5% | 77.5% | 66.5% | 74.5%

Adjectives only 73.5%| 79.5% 62% 75%
Verbs only 76% 77.5%) 58.5% 84%
Level of Abstraction only| 58% | 85.5% 63% 74%
Table 2: Results of SVM for In-Domain tests

Rotten/ Wiki/

Mpga imdb Chesley Blogs

7 features 93.5% | 96.5% 71% 94%

6 feature: 93% 92% 68% 89.5%

Affective words only 90% 76.5% | 66.5% 76%
Adjectives only 72.5%| 81.5% 60% 769
Verbs only 76.5% 80% 58% | 84.5%

Level of Abstraction only] 68.7% 86% 63.5% 74%

Table 3: Results of LDA for In-Domain tests

Results for Cross-Domain Data

In order to test models across domains we proposain
different models based on one domain only at eamnb t
and test the classifiers over the other domaimsTable 4
and 5, we present the results for the classifinatio
experiment for domain transfer. Each percentage bman
expressed as the average results over all datdBess.
results overall are obtained with LDA for the WHidg
dataset with accuracy of 74.5%.

Rotten/ Wiki/
Mpga imdb Chesley Blogs
All Accuracy | 52.6%| 69.5%| 73.9% 71%
Subiective Precision| 51.5% 74.2% | 70.3% | 74.2%
! Recall | 100% | 59% | 82% | 63.5%
L Precision 25% 67.1% 81.7% | 68.7%
Objective pecall | 5.3% | 79.8% | 658% | 78.5%

Table 4: Results of SVM for Cross-Domain tests

Rotten/ Wiki/

Mpga imdb Chesley Blogs

All Accurac) | 67.6% | 70.9% 73.6% | 74.5%
Subjective Precision | 64.7% 80.2% | 69.3% 78.8%
Recall 96% | 48.8% 89.5% | 65.5%

Objective Precision| 67.7% 67.4% 89.2% | 75.6%
Recall 39.3%| 93% 57.8% | 83.5%

Table 5: Results of LDA for Cross-Domain tests

It is important to notice that the best model oerage is
obtained with automatically labeled data i.e. texgacted
from Wikipedia and Web Blogs in an uncontrolled wAyg
such we are capable to create models automatiwétput
manually annotated corpordt is also interesting to notice
that both learning algorithms, SVM and LDA, present
similar results on average although with a smallaatge

for LDA. Tables 4 and 5 also show that precisi@tail
and accuracy levels are equally distributed by both
algorithms.



Cross-Domain and Level of Abstraction manually annotated corpora. A direct applicationttuf

It is also important to understand how differeratézes study is to automatically produce data sets foreioth
manage to cross domains. Table 6 and 7 show the languages than English and allow classification of
classification results for all features alone, &tirfeatures multilingual opinionated texts.

together with and without the level of abstractidrne
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