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Abstract. In this paper, we propose a new methodology basedirected
graphs and the TextRank algorithm to automatidalliyice general-specific
noun relations from web corpora frequency countffei2nt asymmetric
association measures are implemented to build thghg upon which the
TextRank algorithm is applied and produces an eddist of nouns from
the most general to the most specific. Experimangsconducted based on
the WordNet noun hierarchy and both quantitatived agualitative
evaluations are proposed.

1 Introduction

Taxonomies are crucial for any knowledge-basedesysihey are in fact important
because they allow to structure information, thostdring their search and reuse.
However, it is well known that any knowledge-bassdtem suffers from the so-
called knowledge acquisition bottleneck, i.e. th#fiallty to actually model the
domain in question. As stated in [3], WordNet ha=erb an important lexical
knowledge base, but it is insufficient for domapesific texts. So, many attempts
have been made to automatically produce taxonofs]ebut [3] is certainly the first
work which proposes a complete overview of the fmwbby (1) automatically
building a hierarchical structure of nouns basedaottom-up clustering methods and
(2) labeling the internal nodes of the resultingetwith hypernyms from the nouns
clustered underneath by using patterns such as akind of A”.

In this paper, we are interested in dealing withgbcond problem of the construction
of an organized lexical resource i.e. discoveriegegal-specific noun relationships,
so that correct nouns are chosen to label interodés of any hierarchical knowledge
base, such as the one proposed in [4]. Most ofvtir&s proposed so far have (1) used
predefined patterns or (2) automatically learnedséh patterns to identify

hypernym/hyponym relationships. From the first pligen, [6] first identifies a set of

lexico-syntactic patterns that are easily recodiieae. occur frequently and across



text genre boundaries. These can be called se¢gimmtBased on these seeds, he
proposes a bootstrapping algorithm to semi-autaalli acquire new more specific
patterns. Similarly, [3] uses predefined pattemnshsas “X is a kind of Y” or “X, Y,
and other Zs” to identify hypernym/hyponym relasbips. This approach to
information extraction is based on a techniqueedadklective concept extracticas
defined by [11]. Selective concept extraction isfoam of text skimming that
selectively processes relevant text while effedyivgnoring surrounding text that is
thought to be irrelevant to the domain.

A more challenging task is to automatically leahe trelevant patterns for the
hypernym/hyponym relationships. In the context aftgrn extraction, there exist
many approaches as summarized in [15]. The modtkmelvn work in this area is
certainly the one proposed by [13] who use mach@ning techniques to
automatically replace hand-built knowledge. Usingpehdency path features
extracted from parse trees, they introduce a geperpose formalization and
generalization of these patterns. Given a traingeg of text containing known
hypernym pairs, their algorithm automatically egtsauseful dependency paths and
applies them to new corpora to identify novel pdit2] use a similar way as [14] to
derive extraction patterns for hypernym/hyponynatiehships by using web search
engine counts from pairs of words encountered inrdMet. However, the most
interesting work is certainly proposed by [2] whdract patterns in two steps. First,
they find lexical relationships between synonynrpdiased on snippets counts and
apply wildcards to generalize the acquired knowtedghen, they apply a SVM
classifier to determine whether a new pair showaation of synonymy or not, based
on a feature vector of lexical relationships. Théghnique could be applied to
hypernym/hyponym relationships although the autkorsot mention it.

On the one hand, links between words that resalnfmanual or semi-automatic
acquisition of relevant predicative or discursiaterns [3], [6] are fine and accurate,
but the acquisition of these patterns is a tedtask that requires substantial manual
work. On the other hand, works done by [2], [1213]f [14] have proposed
methodologies to automatically acquire these padtenostly based on supervised
learning to leverage manual work. However, trairsets still need to be built.

Unlike other approaches, we propose an unsupervisgtiodology which aims at
discovering general-specific noun relationships clhican be assimilated to
hypernym/hyponym relationships detectiofhe advantages of this approach are
clear as it can be applied to any language or amyaéh without any previous
knowledge, based on a simple assumption: specificdsvtend to attract general
words with more strength than the opposite. Assi@le: “there is a tendency for a
strong forward association from a specific ternelddenocarcinomao the more
general termcancer whereas the association froocancerto adenocarcinomais
weak”.

1 We must admit that other kinds of relationshipsyrba covered. For that reason, we will
speak about general-specific relationships instédypernym/hyponym relationships.
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Based on this assumption, we propose a methoddlaggd on directed graphs and
the TextRank algorithm [9] to automatically inducgeneral-specific noun
relationships from web corpora frequency countslebd, asymmetry in Natural
Language Processing can be seen as a possible feagbe degree of generality of
terms [8]. So, different asymmetric association sueas are implemented to build the
graphs upon which the TextRank algorithm is appéiad produces an ordered list of
nouns from the most general to the most specifipeEiments have been conducted
based on the WordNet noun hierarchy and both cmatimé and qualitative
evaluations proposed using the statistical langideification model [1].

2 Asymmetric Association Measures

In [8], the authors clearly point at the importarmdeasymmetry in Natural Language
Processing. In particular, we deeply believe thsymametry is a key factor for
discovering the degree of generality of termssitognitively sensible to state that
when someone hears abowangq he may induce the properties dirait. But, when
hearingfruit, more common fruits will be likely to come into mdi such aspple or
banana In this case, there exists an oriented assonidigtweenfruit and mango
(mango— fruit) which indicates thamango attracts mordtruit than fruit attracts
mango As a consequenctyit is more likely to be a more general term thaango

Based on this assumption, asymmetric associaticasunes are necessary to induce
these associations. [10] and [16] propose exhaudisis of association measures
from which we present the asymmetric ones thathellised to measure the degree of
attractiveness between two nouns,and y, where f(.,.), P(.) P(.,.) and N are
respectively the frequency function, tmearginal probability function, the joint
probability function, the total of digrams.

f(x,
Braun- Blanquet= (xy) (1)

max(f (xy)+f (), f (6, y)+ (x,y))
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All nine definitions, except the Collective Strehgtshow their asymmetry by
evaluating the maximum value between two hypothdses by evaluating the

attraction ofx upony but also the attraction of uponx. As a consequence, the
maximum value will decide upon the direction of teneral-specific association i.e.
(x — y) or (y — Xx). For the specific case of the Collective Strergpith attractions

must be evaluated so that the highest value witidde upon the direction of the
association.

3 TextRank Algorithm

Graph-based ranking algorithms are essentiallyyaafaeciding the importance of a
vertex within a graph, based on global informatieaursively drawn from the entire
graph. Our intuition of using graph-based rankihgpgathms is that more general
words will be more likely to have incoming assoicias as they will be associated to
many specific words. On the opposite, specific womill have few incoming
associations as they will not attract general w@&ke Figure 1). As a consequence,
the voting paradigm of graph-based ranking algoréttshould give more strength to
general words than specific ones, thus ranking s/fn@in general to specific.

For that purpose, we first need to build a direggeph. Informally, ifx attracts more
y thany attractsx, we will draw an edge betweenandy as follows (x— y) as we
want to give more credits to general words. Forynalle can define a directed graph
G = (V, E) with the set of vertice¥ (in our case, a set of words) and a set of effges
where E is a subset oWxV (in our case, defined by the asymmetric associatio
measure value between two words). In Figure 1,hvesvghe directed graph obtained
by using the set of wordé = {isometry rate of growth growth rate rate} randomly
extracted from WordNet whereate of growth and growth rate are synonyms,
isometryan hyponynym of the previous set arade an hypernym of the same set.
The weights associated to the edges have been atedllby the confidence
association measure (Equation 3) based on webhseagine counts In particular,

2We used counts returned by http://www.yahoo.com.
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the joint probability between two word®(x,y), is evaluated by the number of
documents retrieved by the Yahoo! search engin¢htorfollowing query, X' + “y”,
divided by the total number of documents indexelde Fame process is applied to
evaluate the marginal probabilitiesgPénd Py).

Fig. 1. Directed Graph based on the Confidence measure.

Figure 1 clearly shows our assumption of generalityerms as the hypernynate
only has incoming edges whereas the hypomgmmetryonly has outgoing edges.
Most complicated graphs can be obtained which atsafirm our assumption as
shown in section 4. As a consequence, by applyiggaph-based ranking algorithm,
we aim at producing an ordered list of words frdma tmost general (with the highest
value) to the most specific (with the lowest valuedr that purpose, we present the
TextRank algorithm proposed by [9] both for unweéegh and weighted directed
graphs.

3.1 Unweighted Directed Graph

For a given verte¥; let In(V,) be the set of vertices that point to it, andQet(V;) be
the set of vertices that verték points to. The score of a vert&k is defined in
Equation 10 wherd is a damping factor that can be set between Olamchich has
the role of integrating into the model the probipibf jumping from a given vertex
to another random vertex in the gréph

1
S(V) = (1-d)+dx x S(V,)
i vj[%vi) |Out(Vj )] l (10)

3dis usually set to 0.85.



3.2 Weighted Directed Graph

In order to take into account the weights of thgesj a new formula is introduced in
Equation 11.

wji
WS(V) = @-d)+dx D X WS(V, ) (11)
VioIn(V; ) szk
VKCOUt(Vj )

After running the algorithm in both cases, a sdsrassociated to each vertex, which
represents the “importance” of the vertex withie tiraph. In table 1, we show both
the lists with the weighted and unweighted versiohshe TextRank based on the
directed graph shown in Figure 1.

Table 1. TextRank ordered lists.

Unweighted Weighted WordNet
V) Word WSV,) Word Categ. Word
0.50 rate 0.81 rate Hyperonym rate
0.27 growth rate 0.44 growth rate Synset growth rate
0.19 rate of growth 0.26 rate of growth Synset rate of growth
0.15 isometry 0.15 isometry Hyponym isometry

4 Experimentsand Results

Evaluation is classically a difficult task in Naalinanguage Processing. In fact, as
human evaluation is time-consuming and generallyjestive even when strict
guidelines are provided, measures to automaticaligluate experiments must be
proposed. In this section, we propose to evallweapacity of our approach to map
WordNet hypernym/hyponym relations. For that pugase introduce two different
evaluation schemes.

4.1 Correctness

WordNet can be defined as applying a set of coimésréo words. Indeed, if wond is
the hypernym of word, we may represent this relation by the followimgstrainty >

X, where > is the order operator stating tlyais more general thax. As a
consequence, for each set of three synsets (thertyp synset, the seed synset and
the hyponym synset), a list of constraints can &ldished i.e. all words of the
hypernym synset must be more general than all trelsvof the seed synset and the
hyponym synset, and all the words of the seed $ynsst be more general than all
the words in the hyponym synset. So, if we takestresets presented in Table 1, we
can define the following set of constraintsatg > growth rate rate > rate of growth
growth rate> isometry rate of growth> isometry. In order to evaluate our list of
words ranked by the level of generality against\therdNet categorization, we just
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need to measure the proportion of constraints wisith respected as shown in
Equation (12). We caltorrectnesghis measure.

#of commorconstraint (12)
correctnes =

#of constraint

For example, in Table 1, all the constraints argpeeted for both weighted and
unweighted graphs, giving 100% correctness for dheered lists compared to
WordNet categorization.

4.2 Clustering

Another way to evaluate the quality of the orderiofgwords is to apply hard
clustering to the words weighted by their level gidnerality. By evidencing the
quality of the mapping between three hard clusteenserated automatically and the
hypernym synset, the seed synset and the hypongsesyve are able to measure the
quality of our ranking. As a consequence, we prepts (1) perform 3-means
clustering over the list of ranked words, (2) cifgsthe clusters by level of generality
and (3) measure the precision, recall and f-measiueach cluster sorted by level of
generality with the hypernym synset, the seed syarsd the hyponym synset.

For the first task, we use the implementation ef khmeans algorithm of the NLTK
toolkit®. In particular, we bootstrap the k-means by chapghe initial means as
follows. For the first mean, we choose the weighe (score) of the first word in the
TextRank generated list of words. For the secondmmeve take the weight of the
middle word in the list and for the third mean, theight of the last word in the list.
For the second task the level of generality of edakter is evaluated by the average
level of generality of words inside the cluster gaid with other words by its mean).
For the third task, the most general cluster aednypernym synset are compared in
terms of precision, recall and f-measure as showBduation (13), (14) and (¥5)
The same process is applied to the second mostajarhester and the seed synset,
and the third cluster and the hyponym synset.

Clustern Synset

precision= ————— (13)
|Cluster
Clustern S t
recall = w (14)
|Synset

2xrecallx precision
f — measure= — o0~ Precision (15)

precisiont+recall

4 http://nltk.sourceforge.net/

5 ClusterN Synset means the number of words common to botiseSyand Cluster, and
|Synset| and |Cluster| respectively measure the euwibwords in the Synset and the
Cluster.



4.2 Quantitative Evaluation
In order to evaluate our methodology, we randérelstracted 800 seed synsets for
which we retrieved their hypernym and hyponym sysseor each seed synset, we

then built the associated directed weighted andeigiwed graphs based on the
asymmetric association measures referred to itogeZtand ran the TextRank.

Results by Constraints

In Table 2, we present the results of teerectnesdor all nine asymmetric measures,
both for the unweighted and weighted graphs.

Table 2. Results for the Evaluation by Constraints.

Equation Type of Graph Correctness
Braun-Blanquet Unwgighted 65.68%
Weighted 65.52%
I measure Unw_eighted 60.00%
Weighted 60.34%
Confidence Unw_eighted 65.69%
Weighted 65.40%
Laplace Unwgighted 65.69%
Weighted 65.69%
Conviction Unwgighted 61.81%
Weighted 63.39%
. Unweighted 65.59%
Certainty Factor Weighted 63.76%
Unweighted 65.61%
Added Value Weighted 64.90%
Gini Index Unweighted 65.54%
Weighted 65.54%
. Unweighted 65.57%
Collective Strength Weighted 65.57%
Baseliné None 55.68%

Resultsby Clustering

In Table 3, we present the results of precisiocalieand f-measure for both weighted
and unweighted graphs for all the nine asymmet@gasares. The best precision is
obtained for the weighted graph with the Confidemamsure evidencing 47.62% and
the best recall is also obtained by the Confideneasure also for the weighted graph
reaching 47.68%. In particular, the J measure &edQonviction metric perform
worst showing worst f-measures.

6 We guarantee 98% significance level for an erfd.@5 following the normal distribution.
7 The probability functions are estimated by the Maxn Likelihood Estimation (MLE).
8 The baseline is the list of words ordered by wigh frequency (without TextRank).
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These results also show that the weighting of thplgplays an important issue in our
methodology. Indeed, most metrics perform bettéh wieighted graphs in terms of f-
measure.

Table 3. Results for the Evaluation by Clustering.

Equation Graph Precision Recall F-measure
Braun-Blanquet Unwgighted 46.61 46.06 46.33
Weighted 47.60 47.67 47.64
I measure Unw_eighted 40.92 40.86 40.89
Weighted 42.62 43.71 43.15
Confidence Unw_eighted 46.54 46.02 46.28
Weighted 47.62 47.68 47.65
Laplace Unwgighted 46.67 46.11 46.39
Weighted 46.67 46.11 46.39
Conviction Unw_eighted 42.14 41.67 41.90
Weighted 43.62 43.99 43.80
Certainty Factor Unw_eighted 46.48 46.52 46.50
Weighted 44.84 45.85 45.34
Unweighted 46.61 46.59 46.60
Added Value Weighted 47.12 47.27 47.19
Gini Index Unw_eighted 46.67 46.11 46.39
Weighted 46.51 46.02 46.26
Collective Unweighted 46.67 46.11 46.39
Strength Weighted 46.67 46.11 46.39

In Table 4, 5 and 6, we present the same results Bable 3 but at different levels of
analysis i.e. precision, recall and f-measure gehyym, seed and hyponym levels.
Indeed, it is important to understand how the medhagy performs at different levels
of generality as we verified that our approach genk better at higher levels of
generality.

Indeed, the precision scores go down from 59.50%heatypernym level to 39.36%
at the hyponym level with 46.38% at the seed leWidle same phenomenon is
inversely true for the recall with 42.93% at thepasnym level, 43.72% at the seed
level and 70.80% at the hyponym level. This situattan easily be understood as
most of the clusters created by the k-means prakensame characteristics i.e. the
upper level cluster usually has fewer words thanntfiddle level cluster which in turn
has fewer words than the last level cluster. Asrsequence, the recall is artificially
high for the hyponym level. But on the opposite finecision is high for higher levels
of generality which is promising for the automationstruction of hierarchical
thesauri. Indeed, our approach can be computedsigely so that each level of
analysis is evaluated as if it was at the hypertgwel, thus taking advantage of the
good performance of our approach at upper leveigeoérality.

9 This will be studied as future work.



Table4. Results at the hypernym level.

Equation Graph Precision Recall F-measure
Braun-Blanquet Unw_eighted 59.38 37.38 45.88
Weighted 58.75 39.35 47.14
J measure Unwgighted 46.49 37.00 41.20
Weighted 47.19 41.90 44.38
Confidence Unw_eighted 59.20 37.30 45.77
Weighted 58.71 39.22 47.03
Laplace Unw_eighted 59.50 37.78 45.96
Weighted 59.50 37.78 45.96
Conviction Unwgighted 50.07 35.88 41.80
Weighted 52.72 40.74 45.96
Certainty Factor Unw_eighted 55.90 38.29 45.45
Weighted 51.64 4293 46.88
Unweighted 56.26 37.90 45.29
Added Value Weighted 58.21 40.09 47.48
Gini Index Unwgighted 59.50 37.44 45.96
Weighted 59.50 37.44 45.96
Collective Unweighted 59.50 37.44 45.96
Strength Weighted 59.50 37.44 45.96

Tableb. Results at the seed level.

Equation Graph Precision Recall F-measure
Braun-Blanquet Unwgighted 43.05 37.86 40.29
Weighted 46.38 33.14 38.66
J measure Unwgighted 40.82 43.72 42.22
Weighted 43.98 33.89 38.28
Confidence Unw_eighted 43.03 37.67 40.17
Weighted 46.36 33.02 38.57
Laplace Unwgighted 43.10 37.78 40.27
Weighted 43.10 37.78 40.27
Conviction Unwgighted 40.36 38.02 39.25
Weighted 42.60 26.39 32.59
Certainty Factor Unw_eighted 44.28 40.87 4251
Weighted 44.14 40.70 42.35
Unweighted 44.21 40.74 42.40
Added Value Weighted 45.78 32.90 38.28
Gini Index Unweighted 43.10 37.79 40.27
Weighted 42.77 37.25 39.82
Collective Unweighted 43.10 37.78 40.27

strength Weighted 43.10 37.78 40.27
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Table 6. Results at the hyponym level.
Equation Graph Precision Recall F-measure

Braun-Blanquet Unwgighted 37.39 62.96 46.92
Weighted 37.68 70.50 49.12
J measure Unwgighted 35.43 41.87 38.38
Weighted 36.69 55.33 4412
Confidence Unw_eighted 37.38 63.09 46.95

Weighted 37.79 70.80 49.27

Laplace Unwgighted 37.40 63.11 46.97
Weighted 37.40 63.11 46.97
Conviction Unwgighted 35.97 50.94 42.16
Weighted 35.54 64.85 45.92
Certainty Factor Unw_eighted 39.28 60.40 47.60
Weighted 38.74 53.92 45.09

Unweighted 39.36 61.15 47.89
Added Value Weighted 37.39 68.81 48.45

Gini Index Unweighted 37.40 63.11 46.97
Weighted 37.25 63.36 46.92

Collective Unweighted 37.40 63.11 46.97
Strength Weighted 37.40 63.11 46.97

In order to better understand our approach, weeptan the next section a qualitative
evaluation.

4.3 Qualitative Evaluation

In this section, we intend to illustrate the diffiet situations encountered during our
evaluation. We start by showing successful casest Mf the successful cases were
obtained when there are few words to order. InBkample 1 (see also Figure 2), the
correct order and clustering was found by our apgind.e filter is the hypernymair
filter andair cleanerare in the seed synset dfiilter tip is the hyponym. The means
are the average levels of generality of the clgséend TextRank shows the values of
the ordering of words.

Example 1.

Means [0.50747799999999, 0.23340649999999, 0.149999990J]
TextRank[0.50747799999999, 0.27431299999999, 0.1925,999999999999]
TextRank sampligfilter', ‘air filter', ‘air cleaner', ‘filter tip']

Word Clusters|[[filter, ['air filter', ‘air cleanerT], [fil ter tip1]

WordNet blueprint synsetffilter'], [‘air filter', 'air cleaner, [fil ter tip]

Some other cases were less successful, even wigewn words were involved in the
evaluation as in Example 2 and Figure 3. In thisecahe system successfully
categorizes the worldoard but fails to classifycabinetand planning board One of



the main reasons for this to appear is the fadt dhhinetis too frequent as it can
appear also in French documents and as conseqiseincerrectly overestimated. On
the other handglanning boards badly classified due to the restriction of fameans
algorithm. Indeed, in terms of TextRank score itlisiost the same a=binetand
advisory boardBut the fact that it is last scored and thatdtgorithm must choose 3
clusters, artificially misclassifigglanning board By looking at the TextRank score, it
is even unclear whetharabinet advisory boardand planning boardshould be
separated.

'0.001358"

'1.000000"

'0.193833'

'1.000000"

Fig. 2. Directed Graph from Example 1.

Example 2.

Means [0.53026700000000, 0.15744200000000, 0.1499999999)
TextRank[0.530267000000, 0.157872000000, 0.157012000003,9999999999]
TextRank sampl¢'board’, ‘advisory board', ‘cabinet’, ‘planningpard']

Word Clusters[['board", ['advisory board', ‘cabinet’], ['plaming board1]

WordNet blueprint synsetf§'board’], ['advisory board', '‘planning board']['cabinet]]

'0.067 294

'0.034153"

'0.988423 '0.022995"

'1.000000

0.164103"

board

Fig. 3. Directed Graph from Example 2.
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In Example 3, we show that in most of the cases, Hijjpernym cluster is only
composed of one word, which in turn is usually eotly classified. Then, the
precision of the synset degrades, although it m=maood results if words are not
ambiguous like in this example. In Figure 4, wastlate the corresponding graph.

Example 3.

Means [1.115945, 0.45212399999999997, 0.200665499999899

TextRank [1.115945, 0.6032140000000, 0.4233080000000, 9B3299999999998,
0.27204099999999998, 0.232514, 0.2036620000000000D.18160899999999999,
0.16416700000000001, 0.14999999999999999]

TextRank sample['Judaism’, 'Jewish religion', 'Orthodox JudaisnmHasidim’, ‘Hasidism',

'‘Chassidim’, 'Hassidim’, 'Hebraism', 'Chasidim’ vidgh Orthodoxy']

Word Clusters [['Judaism’], ['Jewish religion’, 'Orthodox Judais, 'Hasidim’], ['Hasidism’,

'‘Chassidim’, 'Hassidim', 'Hebraism', 'Chasidim’ vidgh Orthodoxy']]

WordNet blueprint synset§['Judaism’, 'Hebraism', 'Jewish religion'], [Onodox Judaism’,

‘Jewish Orthodoxy'], [Hasidim', 'Hassidim', 'Hassth', 'Chasidim’, ‘Chassidim’]]

Tewish Onthodoxy

[
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'1.002086'

Fig. 4. Directed Graph from Example 3.

In Example 4, we show that when the concepts aeehagh level of abstraction, the
capability of the approach to classify correctlyvsak. In fact, in this casastability

is in the hypernym cluster whereas it should béhahyponym cluster. This shows
thatinstability is more frequent than the other words and uswatgccurs with them

and not the contrary. In fact, the WordNet clasatibn would be very difficult, even
for a human, to be restored.



Example 4.

Means [0.82191000000000003, 0.37802400000000003, 0.3823000000001]

TextRank [0.82191000000000003, 0.444276, 0.311771999999990.24293999999999999,
0.20036300000000001, 0.17125000000000001, 0.149999999999]

TextRank sample [instability', ‘irresponsibility’, ‘'unreliabiliy’, ‘'undependability’,
‘irresponsibleness’, 'unreliableness’, ‘'undepeneiagss’]

Word Clusters: [[instability’], [irresponsibility’ ‘unreliability'], [undependability’,
‘irresponsibleness’, 'unreliableness’, ‘'undepeneiagss']]

WordNet blueprint synsets [['irresponsibility’, ‘irresponsibleness’], [unependability’,
‘undependableness', 'unreliability’, 'unreliablesgq'instability"]]

s

'0.024907"

'0.288710"

'0.093548"

'0.090323'

0.031844'

'0.012639"
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Fig. 5. Directed Graph from Example 4.

4.4 Discussion

An important remark needs to be made at this poirdur explanation. There is a
large ambiguity introduced in the methodology bst jlwoking at web counts. Indeed,
when counting the occurrences of a word like answercount all its occurrences for
all its meanings and forms. For example, based ordWet, the word answer can be
a verb with ten meanings and a noun with five megsi Moreover, words are more
frequent than others although they are not so g@éneanconfirming our original
hypothesis. As we are not dealing with a single a@iomvithin which one can expect
to see the “one sense per discourse” paradigsgclear that the results may be biased
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by “incorrect” counts. One direct implication ofithcomment is the use of web
estimated lists to evaluate the methodology.

Also, there has been a great discussion over gtddaw months in the corpora st
whether one should use web counts instead of cogousts to estimate word
frequencies. In our study, we clearly see that e@lints show evident problems, like
the ones mentioned by [7]. However, they cannalibearded so easily. In particular,
we aim at looking at web counts in web directothest would act as specific domains
and would reduce the space for ambiguity. Of cquegperiments with well-known
corpora will also have to be made to understantkbttis phenomenon.

Conclusion and Future Work

In this paper, we proposed a new methodology based directed
weighted/unweighted graphs and the TextRank algorito automatically induce
general-specific noun relationships from web coapérequency counts. To our
knowledge, such an unsupervised experiment hasr imen attempted so far. In
order to evaluate our results, we proposed thréfereint evaluation metrics. The
results obtained by using nine asymmetric assotiatneasures based on web
frequency counts showed promising results reachiengls of (1) constraint
coherence of 65.69% and (2) clustering mapping905® in terms of precision for
the hypernym level and 42.72% on average in teffisneasure.

As future work, we intend to take advantage ofghed performance of our approach
at the hypernym level to propose a recursive ptefmprove precision results over
all levels of generality.

Finally, it is important to notice that the evaioatby clustering evidences more than
a simple evaluation of the word order, but shows lthis approach is capable to
automatically map clusters to WordNet classificatio
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