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Abstract. Ensuring accessibility for individuals with cognitive im-
pairments is essential for autonomy, self-determination, and full cit-
izenship. However, manual Easy-to-Read (ETR) text adaptations are
slow, costly, and difficult to scale, limiting access to crucial infor-
mation in healthcare, education, and civic life. AI-driven ETR gen-
eration offers a scalable solution but faces key challenges, includ-
ing dataset scarcity, domain adaptation, and balancing lightweight
learning of Large Language Models (LLMs). In this paper, we in-
troduce ETR-fr, the first dataset for ETR text generation fully com-
pliant with European ETR guidelines. We implement parameter-
efficient fine-tuning on PLMs and LLMs to establish generative
baselines. To ensure high-quality and accessible outputs, we intro-
duce an evaluation framework based on automatic metrics supple-
mented by human assessments. The latter is conducted using a 36-
question evaluation form that is aligned with the guidelines. Overall
results show that PLMs perform comparably to LLMs and adapt ef-
fectively to out-of-domain texts. Code and datasets are available at
https://github.com/FrLdy/ETR-fr.

1 Introduction
Reflecting the priorities of global initiatives such as the United Na-
tions Sustainable Development Goals1 and the Leave No One Be-
hind Principle2, ensuring accessibility for individuals with cogni-
tive impairments is crucial to fostering autonomy, self-determination,
and full citizenship. Individuals with intellectual disabilities deserve
equal rights to participate in society, to make informed choices, and
to fully engage in their communities. However, they continue to
face significant obstacles, especially in accessing written informa-
tion, which is essential for healthcare, education, employment, and
civic engagement. Mental health disorders and intellectual disabili-
ties affect millions worldwide, with an estimated 1.3% of the global
population experiencing significant cognitive challenges [32]. In Eu-
rope alone, 4.2 million individuals are affected, while in France, be-
tween 650,000 and 700,000 people live with intellectual disabilities
that limit their ability to comprehend written materials [12].

Easy-to-Read (ETR) is a well-established method for simplify-
ing complex documents, ensuring that people with cognitive impair-
ments can understand and use key information autonomously [36].

∗ Corresponding Author. Email: ledoyenfrancois@gmail.com
1 https://sdgs.un.org/goals
2 https://unsdg.un.org/2030-agenda/universal-values/leave-no-one-behind

Figure 1. Extract of the Easy-to-Read book Twenty Thousand Leagues
Under the Sea by Jules Verne from François Baudez Publishing. The

original document is in French, but we translated it into English to ease
comprehension. Left page is the original text with an illustration. Right

page is the ETR transcription with the main information plus its captioned
vignettes. We have highlighted and numbered the paragraphs to show the

matches between the original and the ETR versions.

European organizations and institutions, including France’s National
Solidarity Fund for Autonomy3, are increasingly producing simpli-
fied materials, indicating growing recognition of its value in improv-
ing accessibility for diverse populations. However, the current man-
ual adaptation process is slow, costly, and subject to strict certifica-
tion requirements, making it difficult to scale [7].

Developing effective AI-driven accessibility tools comes with sev-
eral challenges. One major obstacle is the construction of high-
quality datasets, ensuring that AI models learn to generate clear and
meaningful adapted texts. Additionally, a balance must be struck
between parameter-efficient fine-tuning (PEFT) approaches, which
enable low-resource, efficient adaptation, and large language model
(LLM) based techniques, which leverage extensive linguistic knowl-
edge for high-quality text simplification. Open-source development
ensures transparency and collaboration while empowering individu-
als to customize solutions and fully participate as equal citizens.

Generating high-quality ETR texts is challenging due to the need
for linguistic simplification and strict adherence to accessibility

3 https://www.cnsa.fr/



guidelines. To address these challenges, we introduce ETR-fr, the
first dataset specifically designed for ETR text generation, tailored to
users with cognitive disabilities. This dataset comprises 523 aligned
text pairs and fully complies with European ETR guidelines. We de-
velop generative models using PEFT strategies, such as prefix-tuning
[23] and Low-Rank Adaptation (LoRA) [14] applied to pretrained
language models like mBART [26] and mBARThez [18], as well as
large language models like Mistral-7B [17] and Llama-2-7B [40].
On the other hand, to ensure the highest quality in generating ac-
cessible texts, rigorous evaluation is essential. The different genera-
tive models undergo intrinsic evaluation using a comprehensive set
of automatic metrics derived from text simplification and text sum-
marization. However, given the critical need for clarity, coherence,
and accessibility in this context, manual evaluation plays a central
role. Our main contributions are summarized as follows:

• Introduction of ETR-fr, the first parallel dataset fully compliant
with European ETR guidelines.

• Implementation of baselines for ETR generation based on PEFT
strategies, such as prefix-tuning and LoRA, applied to PLMs and
LLMs backbones.

• Comprehensive evaluation framework using intrinsic metrics
from text simplification and summarization, reinforced by a 36-
question manual assessment based on European ETR guidelines.

• Investigation of the model’s ability to generalize ETR generation
from our ETR-fr to politically focused materials.

2 Easy-to-Read Framework
Creating accessible texts for individuals with cognitive disabilities
follows the Easy-to-Read framework, which adapts content to align
with the European Easy-to-Read guidelines [36] (see example in Fig-
ure 1). The key principles are outlined as follows.

Clear and simple language: Use everyday vocabulary, avoiding
technical jargon. Sentences should be short, direct, and in the active
voice to specify who is performing an action. Each sentence should
convey only one idea, and consistent terminology should be used
throughout the text.

Examples and analogies: Provide concrete examples and relat-
able analogies to explain abstract or complex ideas, linking them to
familiar situations for better comprehension.

Structure and organization: Arrange content into clearly de-
fined sections with descriptive headings and subheadings. Informa-
tion should follow a logical sequence, grouping related concepts and
using bullet lists while avoiding lengthy paragraphs

Accessible content: Begin with a summary outlining key points in
simple terms. If technical terms are necessary, introduce clear defi-
nitions. For complex concepts or procedures, explain each step sys-
tematically with concrete examples.

Visuals and illustrations: Incorporate relevant images, charts, or
diagrams to reinforce key messages. Visuals should be simple, di-
rectly connected to the text, and include concise explanatory cap-
tions.

Following the ETR guidelines, ensuring the validity of ETR con-
tent requires approval from both experts and the target audience. The
manual ETR transcription process involves summarizing content and
simplifying it through an iterative collaboration between human ex-
perts and individuals with cognitive impairments. This co-creation
process is essential for obtaining the official European ETR label
[36].

3 Related Work
Automating ETR generation could significantly streamline document
creation and bridge the digital divide. However, research in this area
remains scarce, except for very few studies mainly conducted in Eu-
rope [5, 31]. In contrast, related fields such as text simplification
[1, 24] and text summarization [44] have been widely studied.

Within the natural language processing field, various studies
and tools have been developed to support individuals with cogni-
tive disabilities by enhancing augmentative communication methods
[30, 33], with dialogue agents being a widely explored solution [15].

Within the context of inclusive text generation, Goodman et al.
[11] introduced an email-writing interface based on LaMDA LLM
[38], offering features such as summarization, subject line genera-
tion, and text revision. However, human evaluations show that cur-
rent LLMs still lack accuracy and quality for dyslexic users, high-
lighting the need for further research. In French, the Hector system
[39] integrates word embeddings with rule-based methods for adapt-
ing text to be dyslexia-friendly. While syntactic transformations im-
prove readability, results show a decline in performance at the dis-
course and lexical levels.

Within the specific domain of ETR generation, Dmitrieva and
Tiedemann [8] have created the Finnish-Easy dataset, which aligns
news articles with their Easy Finnish4 (selkosuomi) versions through
automatic alignment. However, the authors acknowledge potential
inaccuracies in text pairing and note that Easy Finnish does not
strictly adhere to ETR guidelines. Additionally, they introduce base-
line models for ETR sentence generation using fine-tuned mBART
and FinGPT [28]. Similarly, the ClearText project [9] aims to de-
velop the ClearSim corpus for simplifying Spanish public adminis-
trative texts. The current public version5 contains three ETR doc-
ument pairs with 201 misaligned pages, limiting its suitability for
learning purposes. However, the project plans to expand the cor-
pora to 18,000 texts, 15,000 generated by ChatGPT and 3,000 tran-
scribed by experts. More recently, Martínez et al. [31] introduced
an automatically aligned Spanish ETR corpus alongside a fine-tuned
Llama-2-7B model. An expert-led evaluation highlights progress in
accessibility and underscores ongoing challenges in producing high-
quality, guideline-compliant document-level generation. This study
highlights the challenges of cross-lingual transfer, demonstrating that
the translate-simplify-retranslate strategy often leads to incorrect or
untranslated outputs.

Although these initiatives reflect a growing interest in ETR gener-
ation, they highlight the absence of high-quality resources that fully
adhere to the European ETR guidelines. To address this gap, we in-
troduce ETR-fr, the first expert-transcribed ETR dataset specifically
designed for users with cognitive disabilities.

4 ETR-fr Dataset
Although several datasets exist for French text simplification and
summarization, such as Alector [10], OrangeSum [18], and multi-
lingual corpora [13], there remains a lack of high-quality, document-
aligned corpora specifically designed for ETR text generation. This
gap is particularly noticeable for the French language.

To address this, we introduce the ETR-fr dataset, constructed from
the Facile à Lire et à Comprendre (Easy-to-Read-and-Understand)6

4 Easy Finnish is a form of Finnish where the language has been adapted so
that it is easier to read and understand in terms of content, vocabulary and
structure.

5 https://github.com/gplsi/corpus-cleartext-cas-v1.0/tree/main
6 Known in French as Facile à Lire et à Comprendre.



Table 1. Statistics between ETR-fr, OrangeSum, Alector, Finnish-Easy, and ClearSim datasets. Compression and novelty ratios are not given for ClearSim as
the publicly available version is not aligned. The LIX readability index is used instead of KMRE for Finnish-Easy and ClearSim, as it is language-independent.

Results are given on average with corresponding standard deviation over documents.

French Finnish and Spanish

ETR-fr (ours) Alector OrangeSum Finnish-Easy ClearSim

Dataset size 523 79 24,401 1587 207

Vocabulary size
source 4547 3129 80,295 98,833 6067
target 1765 2538 23,092 18,934 2952

Num. of words
source 102.76±42.84 306.48±90.83 375.98±183.34 348.47±266.71 429.13±225.28

target 46.15±16.73 285.63±85.34 34.00±12.17 55.00±16.61 147.78±59.54

Num. of sentences
source 9.30±5.12 20.56±8.95 17.15±8.85 30.82±24.05 23.00±12.77

target 7.13±3.85 22.72±9.79 1.86±0.94 6.97±2.13 11.88±5.44

Sentence length
source 12.57±5.63 16.82±6.14 22.77±5.99 11.29±1.83 20.13±9.21

target 7.89±4.55 13.87±4.08 21.68±10.82 8.04±1.55 13.04±6.61

KMRE ↑ source 91.43±9.41 88.56±8.23 69.80±9.47

target 98.94±10.60 95.25±7.15 68.32±16.07

LIX ↓ source 33.59±8.72 39.06±9.44 49.95±7.90 67.44±5.82 59.12±8.89

target 26.89±9.68 34.19±8.27 50.39±13.43 58.12±8.47 45.30±10.24

Comp. ratio (%) 50.05±20.55 6.84±4.47 89.16±6.34 75.40±21.71

Novelty (%) 53.80±16.14 17.84±8.72 38.24±19.71 54.74±16.55

collection published by François Baudez Publishing7. This collection
consists of eleven children’s books adapted according to European
guidelines for cognitive accessibility. Each book presents the original
version on the left page and its ETR transcription on the right, as
illustrated in Figure 1.

From these books, we extracted 523 aligned page pairs
(source, target), where the source corresponds to the original text and
the target to its ETR version. These alignments form the core of the
ETR-fr dataset.

ETR-fr Characteristics Table 1 summarizes the characteristics of
the dataset, including readability metrics, compression ratios, and
novelty rates. We use two readability indicators: KMRE [19], a
French adaptation of the Flesch-Kincaid Reading Ease formula [20],
and LIX [3]. KMRE produces a score from 0 (very difficult) to 100
or more (very easy), based on sentence and word lengths. LIX mea-
sures difficulty based on average sentence length and the proportion
of long words (more than six letters), with typical values ranging
from 20 (easy) to 60 (difficult). Novelty [34] indicates the proportion
of new unigrams introduced in the target text.

On average, ETR-fr achieves a 50.05% compression rate, reduc-
ing token count by 56.61 and sentence count by 2.17. The average
novelty rate is 53.80%. The KMRE score improves by 7.51 points
on average, showing a measurable gain in readability from source to
ETR output.

Comparison with Related Datasets To better contextualize ETR-
fr, we compare it with other French-language datasets: Alector [10],
designed for text simplification, and OrangeSum [18], built for sum-
marization. As shown in Table 1, OrangeSum features a high com-
pression rate (89.16%) but reduced readability in its target texts.
Alector presents minimal compression (6.84%) but improves read-
ability by 6.69 KMRE points. ETR-fr offers a more balanced profile,

7 http://www.yvelinedition.fr/Facile-a-lire

combining moderate compression (50.05%), a readability improve-
ment of 7.51 KMRE points, and higher novelty (53.80%) than both
OrangeSum (38.24%) and Alector (17.84%).

We also compare ETR-fr to foreign-language ETR-style datasets:
Easy-Finnish [8] and ClearSim [9]. These corpora are designed for
broader audiences and focus on various text types. Easy-Finnish cov-
ers news articles, and ClearSim includes administrative texts. Easy-
Finnish demonstrates a high compression rate (75.40%) and a nov-
elty score similar to ETR-fr (' 54%). However, both datasets exhibit
lower accessibility, with LIX readability scores significantly higher
than those of ETR-fr: +33.85 and +25.53 for source texts, and +31.23
and +18.41 for target texts. Additionally, ClearSim does not include
reliable compression and novelty statistics due to misalignment in its
text pairs.

ETR-fr Splits The ETR-fr dataset is divided into training, valida-
tion, and test sets, as described in Table 2. Two books are selected
for the test set to maximize diversity in sentence structure, length,
compression, novelty, and readability. The remaining nine books are
split into training and validation subsets using a stratified approach.

ETR-fr-politic Test Set The participation of persons with disabil-
ities in political and public life is enshrined in the United Nations
Convention on the Rights of Persons with Disabilities, which France
has ratified. Since 2021, candidates for the French presidential elec-
tion have been required to submit an ETR version of their electoral
programs.

To assess the robustness of ETR models and their ability to gen-
eralize across diverse and previously unseen domains, we evaluate
them on a test set specifically focused on political election texts. It is
important to note that political texts were not part of the training data,
making this evaluation a critical measure of model generalization.

To this end, we introduce an out-of-domain test set, ETR-fr-politic,
comprising 33 paragraph pairs manually extracted from the ETR-



Table 2. Statistics for the ETR-fr dataset (Train/Validation/Test) and the ETR-fr-politic test set. Results are given on average with corresponding standard
deviation over documents.

ETR-fr ETR-fr-politic

Train Validation Test Test

source target source target source target source target

Num. of texts 399 71 53 33

Num. of words 99.70±39.25 46.50±16.80 100.76±48.12 48.59±17.20 128.47±52.54 40.26±14.38 96.27±56.34 62.85±30.04

Num. of sentences 8.92±4.73 7.48±3.42 9.03±5.21 7.77±3.91 12.51±6.60 10.34±3.81 6.42±3.17 6.09±2.87

Sentence length 12.57±4.53 6.92±2.91 13.59±10.53 6.90±2.30 11.16±2.86 3.97±0.88 15.68±6.32 11.47±7.21

KMRE ↑ 91.03±8.67 99.71±9.43 89.50±13.49 100.59±10.30 97.02±5.48 103.67±10.71 75.03±11.15 88.12±11.34

Compression (%) 49.04±20.12 44.47±22.10 65.19±14.18 29.17±22.48

Novelty (%) 53.79±16.32 52.96±16.24 55.01±14.80 63.78±13.85

labeled versions of the 2022 French presidential election programs8.
These paragraphs have been carefully aligned with their original ver-
sions, allowing for precise quantitative evaluation of generated texts.
A detailed overview of the dataset is provided in Table 2.

Compared to the ETR-fr test set, ETR-fr-politic contains fewer
texts (33 vs. 53), and its source texts are shorter in both word count
(96.27 vs. 128.47) and sentence count (6.42 vs. 12.51). However, its
target texts are longer, averaging 62.85 words compared to 40.26 in
ETR-fr. The ETR-fr test set exhibits higher readability, with KMRE
scores of 97.02 (source) and 103.67 (target), versus 75.03 and 88.12
in ETR-fr-politic. Furthermore, ETR-fr has a higher compression ra-
tio (65.19%) and a slightly lower novelty rate (55.01%) compared to
ETR-fr-politic (29.17% and 63.78%, respectively). These differences
highlight the more complex and varied nature of the political texts.

Summary In summary, the ETR-fr dataset fills an important gap
in French-language NLP resources by providing a high-quality,
document-aligned corpus tailored for readers with cognitive impair-
ments. It effectively bridges simplification and summarization, im-
proving readability while maintaining moderate compression and in-
corporating a high level of novel content. Its structure and evaluation
design make it well-suited as a benchmark for training and evaluating
ETR generation systems.

5 ETR Generation and Evaluation
To evaluate generation models on ETR-fr and establish baseline per-
formance, we design a learning benchmark that involves parameter-
efficient fine-tuning of pre-trained language models (PLMs) and
LLMs. Our approach also incorporates a two-step pipeline com-
bining text simplification and summarization, mimicking a human-
expert strategy.

5.1 Expert-Centric Configuration

We introduce an expert-centric pipeline motivated by the lack of
established ETR benchmarks and inspired by manual transcription
practices. This approach replicates the traditional two-step process
used by experts, where summarization precedes simplification. Fol-
lowing the methodology proposed by Blinova et al. [4], our pipeline
first applies a document-level summarization model, using BARThez
trained on OrangeSum [18], and then simplifies the output with the
MUSS model [29], which performs sentence-level simplification us-
ing default control tokens. Since neither model is fine-tuned on ETR-

8 https://www.cnccep.fr/candidats.html

fr, this setup allows us to evaluate the zero-shot performance of task-
specific models on ETR-fr.

5.2 Parameter-Efficient Fine-Tuning

To conduct ETR generation, we also investigate parameter-efficient
fine-tuning (PEFT) of sequence-to-sequence models, which are
widely employed in the context of abstractive summarization and text
simplification, such as mBART [26] and mBARThez [18]. Addition-
ally, we explore the performance of LLMs, namely Mistral-7B [17]
and Llama-2-7B [40] under PEFT.

With the growing sophistication of PLMs and LLMs, reducing
computational costs while maintaining performance has become a
priority. This has led to the development of PEFT strategies, such
as prefix-tuning [23] and low-rank adaptation (LoRA) [14]. These
methods enable fine-tuning of only a small subset of parameters
while keeping most model weights frozen, thereby minimizing the
risk of catastrophic forgetting [42].

Prefix-tuning introduces a lightweight set of trainable vectors
that are prepended to the key and value inputs of the Transformer
multi-head attention mechanism [41]. Formally, for each attention
head i, prefix-tuning prepends learned vectors P i

K ∈ Rρ×dhead and
P i
V ∈ Rρ×dhead , each of length ρ, to the projected keys and values,

respectively. The resulting attention computation for the i-th head is
expressed as:

headi = Attention
(
QW i

Q, [P
i
K ;KW i

K ], [P i
V ;VW i

V ]
)

(1)

where Q,K, V ∈ RL×dmodel denote the query, key, and value
matrices derived from an input sequence of length L, and
W i

Q,W
i
K ,W i

V ∈ Rdmodel×dhead are the frozen projection matrices as-
sociated with the i-th attention head. The notation [; ] denotes the
concatenation function. To enhance the stability of prefix optimiza-
tion, the number of trainable parameters is increased by employing a
dedicated two-layer feed-forward network for re-parameterizing the
prefix associated with each attention type. This network features an
intermediate hidden dimension hMLP and enables a richer parameter-
ization of the prefix vectors.

LoRA offers an efficient alternative to full fine-tuning by introduc-
ing a low-rank decomposition of the linear model’s weight matrices.
Instead of updating the full weight matrix W0 ∈ Rd×k, LoRA ex-
presses it as a sum of the original weights and a trainable low-rank
perturbation. Specifically, the update is represented by two smaller
matrices: B ∈ Rd×r and A ∈ Rr×k, with r � min(d, k). Here,



Table 3. Performance of expert-centric and fine-tuned models on the ETR-fr test set (FT: full fine-tuning, PT: prefix-tuning). BARThez∗ denotes BARThez
fine-tuned on OrangeSum [18]. Scores are averaged over 5 runs (except pipelines), with standard deviation. Best results are in bold, except for novelty and

compression, where values closest to the ETR-fr test set (Table 2) are highlighted.

ROUGE-1 ROUGE-2 ROUGE-L BERT-F1 SARI KMRE Comp. ratio Novelty

Expert-centric

BARThez∗ 22.85 5.30 15.28 67.54 36.87 95.26 73.38 30.17

MUSS 28.11 8.87 18.54 70.92 36.48 98.03 6.62 15.00

BARThez∗ +MUSS 22.42 4.48 14.64 67.58 36.70 96.70 75.61 36.51

MUSS+BARThez∗ 20.15 5.36 13.58 66.85 37.56 93.74 75.62 37.48

Fine-Tuning

Mistral-7B
PT 23.78±12.03 8.33±4.70 16.90±8.20 64.44±15.14 38.21±1.36 98.99±0.80 30.88±18.92 6.20±5.18

LoRA 30.53±0.52 11.75±0.58 23.10±0.54 72.51±0.23 42.27±0.70 102.84±0.35 39.87±3.53 20.17±1.30

Llama-2-7B
PT 26.52±1.82 10.00±0.96 19.97±1.17 69.69±0.80 41.18±0.58 101.90±1.08 32.45±2.33 18.82±2.16

LoRA 26.70±1.07 10.11±0.50 20.53±0.76 69.79±0.54 41.18±0.34 102.31±0.52 40.01±4.08 12.72±1.28

mBART
FT 24.07±0.07 6.57±0.01 16.41±0.03 68.66±0.00 35.57±0.00 97.21±0.00 56.10±0.00 1.68±0.00

PT 29.22±0.47 8.96±0.80 20.46±0.70 72.48±0.31 41.01±0.26 103.88±1.29 56.95±3.16 27.35±4.86

LoRA 29.60±1.01 10.22±0.79 21.44±0.66 72.38±0.96 41.18±0.50 103.94±1.35 61.34±1.77 19.40±4.61

mBARThez
FT 16.47±0.01 5.28±0.02 13.08±0.05 65.96±0.00 34.70±0.00 96.95±0.00 76.12±0.00 11.02±0.00

PT 32.46±0.74 11.36±0.38 22.62±0.60 73.57±0.18 41.79±0.77 104.17±0.19 59.61±1.52 20.26±2.39

LoRA 32.88±0.29 11.81±0.31 23.10±0.29 73.73±0.14 41.48±0.34 104.21±0.20 56.52±0.80 16.89±1.40

d and k denote the input and output dimensions of the layer, respec-
tively. The low-rank component is scaled by a factor α to control
the magnitude of the update, ensuring minimal interference with the
pre-trained backbone:

h = W0x+
α

r
BAx (2)

LoRA can be seamlessly integrated into Transformer architectures
by applying it to each linear transformation, including the attention
projection matrices WQ,WK ,WV , and WO .

5.3 Evaluation Metrics

Since no dedicated evaluation metrics exist for ETR generation, we
propose assessing it using standard summarization and text simplifi-
cation metrics. For summarization, we report F1-scores for ROUGE-
1, ROUGE-2, ROUGE-L [25], and BERTScore [45]. For simplifi-
cation, we include SARI [43], Kandel-Moles Readability Estimate
(KMRE) [19], and novelty ratio for unigrams [18]. BLEU is ex-
cluded, as it is unsuitable for text simplification [43, 37].

5.4 Experimental Setup

All PLMs are trained for 30 epochs, while LLMs are trained for
5 epochs, using the AdamW optimizer [27] with the following pa-
rameters: ε = 10−9, β1 = 0.9, β2 = 0.999, and a weight decay
of λ = 0.01. A linear learning rate scheduler with a 10% warm-
up ratio is employed. The training batch size is fixed at 8, with
no gradient accumulation. The learning rate is chosen from the set
{1 · 10−5, 2 · 10−5, 5 · 10−5, 1 · 10−4}, and hyperparameter tuning
for prefix-tuning and LoRA is performed to maximize the harmonic
mean of SARI, ROUGE-L, and BERTScore. Each best model is se-
lected following a hyperparameter search policy using grid search.

In particular for prefix-tuning, we explore prefix length ρ ∈
{10, 50, 150, 250, 500} and re-parametrization MLP hidden size
hMLP ∈ {256, 512, 1024, 2048}.

For LoRA, we explore r ∈ {8, 16, 32, 64, 128},
dropout ∈ {0.0, 0.05, 0.1}, and which matrices to adapt for
the self-attention and cross-attention layers attn_matrices ∈
{WQ,WK ,WV ,WO,WQK ,WQV ,WKV ,WQKV O}. To keep a
1:1 ratio so as not to overpower the backbone, we choose α = r
[22].

For evaluation, generation performance results are averaged over
five runs, distinguishing our approach from most text generation
studies that typically report results from a single run or fixed seed
[23, 31]. The expert-centric model is the only one evaluated in a zero-
shot setting.

6 Quantitative and Qualitative Results

To rigorously evaluate the various ETR generation models, we pro-
pose a dual approach: a quantitative evaluation using both in-domain
and out-of-domain test sets, and a qualitative assessment through
manual evaluation by linguist-experts, based on 36 questions from
the European ETR guidelines.

6.1 In-Domain Quantitative Results

Table 3 presents the evaluation metrics for all ETR generation mod-
els on the ETR-fr test set. In the expert-centric pipelines, MUSS
achieves the best ROUGE-1 (28.11) and ROUGE-2 (8.87) but shows
low compression (6.62) and novelty (15.00), indicating a conserva-
tive style. BARThez performs moderately (ROUGE-1: 22.85). The
combined pipelines trade fidelity for abstraction: MUSS+BARThez
yields the highest compression (75.62), best SARI (37.56), and great-
est novelty (37.48), though with weaker ROUGE (20.15/5.36/13.58)
and BERTScore (66.85).

For fine-tuned models, PEFT methods outperform full fine-tuning,
aligning with the findings of [42]. Mistral-7B with LoRA achieves
strong results, with ROUGE-L (23.10), SARI (42.27), and novelty
(20.17). Llama-2-7B, in both prefix-tuning and LoRA configurations,



Table 4. Performance metrics for fine-tuned models on ETR-fr, tested on the ETR-fr-politic test set. Results are reported as average with standard deviation
over 5 runs. The best scores are highlighted in bold.

ROUGE-1 ROUGE-2 ROUGE-L BERT-F1 SARI KMRE Comp. ratio Novelty

Mistral-7B
PT 22.56±11.68 7.92±4.56 16.95±8.45 63.29±9.14 36.71±1.22 80.34±3.89 −9.53±18.26 12.77±9.08

LoRA 33.16±1.34 12.04±0.84 25.00±0.92 69.45±0.53 39.39±0.40 79.66±0.39 7.90±4.60 15.33±1.98

Llama-2-7B
PT 24.64±3.04 8.90±1.42 19.44±2.03 65.35±1.46 37.74±2.17 81.89±1.01 −20.17±19.57 22.54±3.44

LoRA 27.79±0.75 11.03±0.18 21.24±0.35 66.83±0.37 39.14±0.15 73.49±0.98 −9.22±4.44 15.41±0.94

mBART
PT 28.58±0.79 9.72±1.42 21.20±1.60 67.94±0.49 40.42±0.77 86.98±1.73 46.24±3.13 39.03±6.68

LoRA 31.72±1.57 10.61±1.05 24.07±0.95 69.05±1.25 39.78±0.81 85.82±1.61 41.92±2.06 34.31±2.34

mBARThez
PT 36.79±0.68 14.43±0.72 26.95±0.65 71.11±0.35 39.23±0.60 81.92±0.80 37.86±2.43 12.58±3.57

LoRA 38.12±0.32 14.73±0.67 28.11±0.40 71.31±0.32 40.35±0.37 81.58±0.50 35.37±1.30 16.74±2.20

delivers competitive performance, with ROUGE-L scores of 19.97
and 20.53, respectively.

Among the fine-tuned models, mBART with LoRA exhibits the
best compression ratio (61.34) (closest to the test split reference),
while maintaining strong ROUGE-1 (29.60) and ROUGE-2 (10.22)
scores. The PLM mBARThez with LoRA achieves the best overall
performance, with the highest ROUGE-1 (32.88), ROUGE-2 (11.81),
ROUGE-L (23.10), BERTScore (73.73), and KMRE (104.21). Inter-
estingly, prefix-tuning delivers results comparable to LoRA across
both PLMs and LLMs.

6.2 Out-of-Domain Quantitative Results

Table 4 illustrates the performance of fine-tuned models on ETR-
fr when evaluated on ETR-fr-politic test set. Similarly to results in
§6.1, mBARThez achieves the highest scores across most metrics,
particularly with the LoRA configuration. It records the top ROUGE-
1 (38.12), ROUGE-2 (14.73), and ROUGE-L (28.11), along with the
highest BERTScore (71.31) and a strong SARI score (40.35). Over-
all, LoRA emerges as the superior fine-tuning strategy, consistently
yielding higher performance across all models compared to prefix-
tuning. Additionally, the lower standard deviations associated with
LoRA, especially for Mistral-6B and mBARThez, underline their
stability. However, the analysis reveals that LLMs exhibit a negative
compression rate, indicating challenges in replicating summarization
behavior effectively.

6.3 Manual Qualitative Results

Manual evaluation is essential for assessing the quality of ETR text
production and compliance with European ETR guidelines. These
guidelines consist of 57 questions categorized by topic and weighted
by importance, forming a comprehensive framework for evaluating
clarity, simplicity, and accessibility. By following these standards,
the evaluation process ensures linguistic accuracy while also verify-
ing that the texts meet cognitive requirements, making them under-
standable, engaging, and suitable for the target audience.

To validate our approach, we conduct a human evaluation with
three linguist-experts9 across the ETR-fr and ETR-fr-politic test sets.
The assessment begins by focusing on the most critical criteria from
the ETR guidelines checklist, including Information Choices (IC),

9 The linguist-experts, all second-year Masters students in Language Stud-
ies, received dedicated training sessions to prepare for the evaluation task.
Their participation was voluntary and uncompensated, and they were kept
unaware of the model development to ensure unbiased assessments.
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Figure 2. Manual evaluation comparisons. (a) Assessments from 28 ETR
guidelines questions grouped into three categories. (b) Assessments from 8

text generation questions grouped into five categories.

Sentence Construction (SC), Word Choice (WC), and Illustrations10,
and consisting of 29 individual questions. Additionally, we evaluate
general criteria commonly used in automatic text generation, such
as Fluency, Grammar/Spelling, Relevance, Textual Coherence, and
Overall Perceived Quality, gathered in an additional 8 individual
questions. ETR criteria are assessed using a binary scale (respected,

10 Results for Illustrations are not presented, as this criterion did not apply to
most of the evaluated texts.



not respected), while human judgments are rated on a 5-point Likert
scale (04).

For each model, annotators were assigned to evaluate 20 texts
from ETR-fr and 10 from ETR-fr-politic, randomly sampled. All an-
notators assessed the same set of texts, ensuring consistency in the
evaluation process across models and datasets. The averaged inter-
annotator agreement over the 36 criteria is α = 0.0711 [21].

Figure 2 (a) presents the results of the ETR guidelines-based eval-
uation for the two best competing models: mBARThez+LoRA and
Mistral-7B+LoRA. Unlike the automatic evaluation, the manual as-
sessment shows that Mistral-7B+LoRA achieves the highest scores
for IC and WC, while mBARThez+LoRA excels in SC on the ETR-fr
test set. Interestingly, the trend is almost reversed on ETR-fr-politic,
where mBARThez+LoRA scores highest for IC and performs com-
parably to Mistral-7B+LoRA for WC and SC. Additionally, for both
test sets, the mBARThez model exhibits the lowest dispersion score,
indicating greater stability in generation.

Figure 2 (b) presents the manual evaluation results for text gen-
eration quality and accuracy. Similar to the ETR-based assessment,
Mistral-7B+LoRA achieves the highest scores for most criteria on
the ETR-fr test set, though mBARThez+LoRA performs equally
well in Fluency. However, the trend shifts significantly in the out-
of-domain setting, where mBARThez+LoRA emerges as the top-
performing model for Overall Perceived Quality and Fluency.

In summary, Mistral-7B+LoRA appears to overfit on ETR-fr,
while mBARThez+LoRA demonstrates better generalization for
ETR generation, achieving the highest results on ETR-fr-politic
while maintaining strong performance on ETR-fr.

7 Limitations and Perspectives

The automatic evaluation of text generation models remains an open
issue [16]. We argue that specific metrics should be developed for
ETR generation, considering aspects such as novelty ratio, repeti-
tion, and coherence. Indeed, evaluation metrics for summarization
and text simplification do not capture all characteristics of ETR gen-
eration, even when combined into a unique score as used in this work.

The low inter-annotator agreement observed in §6.3 may be ex-
plained by the high number of ETR criteria (>30), which is known
to reduce agreement levels [2], as well as the abstract nature of these
criteria [6], which introduces subjectivity. Improved formalization or
targeted annotator training, especially with disabled users, could help
mitigate this variability.

While our dataset is limited in size, cross-lingual transfer remains
particularly challenging due to the lack of data in other languages,
especially in English. Additionally, Martínez et al. [31] demonstrate
that the translate-simplify-retranslate strategy is ineffective for ETR,
often resulting in incorrect outputs. Using data from other languages
also necessitates a rigorous, manual translation process involving na-
tive speakers to ensure accessibility, which restricts scalability. Al-
though developing a multilingual model could alleviate this issue, it
would still require a large-scale protocol for manual ETR transcrip-
tion to create reliable resources in English.

Reinforcement learning from human feedback (RLHF) [35] could
further refine ETR generation by aligning model outputs with user
preferences. Collecting high-quality preference data from both ex-
pert writers and cognitively disabled users is essential to train re-
ward models that guide optimization of language models. This pro-
cess would involve annotation tasks where users rank generated texts

11 It reaches 0.20 for a binarized aggregated scores.

by clarity, accessibility, and engagement. Expanding RLHF data col-
lection across languages and cognitive conditions would ensure that
models generate texts that are both contextually appropriate and
widely usable. Moreover, this process could be a step toward au-
tomating the acquisition of the European ETR label.

8 Conclusion

This paper addresses ETR text generation for individuals with cog-
nitive impairments, aiming to enhance their self-determination and
autonomy by bridging the digital divide. To support this objective,
we introduced the ETR-fr dataset, a set of 523 pairs of ETR-aligned
texts, and conducted an extensive empirical study using multilingual
PLMs and LLMs. Our findings show that ETR generation differs
significantly from traditional text simplification and summarization
tasks, requiring a focused approach on cognitive accessibility. Re-
markably, the small mBARThez model, combined with LoRA tun-
ing, performs on par with larger LLMs, achieving the best results
in ROUGE and BERTScore, as well as highly competitive indica-
tors for simplification assessment, across both in-domain and out-of-
domain settings. The manual evaluation conducted by three linguist-
experts also highlights that the LLM-based approach tends to overfit
to the main task, whereas the lightweight approach generalizes better,
achieving the highest results on the political test set while maintain-
ing strong performance on the original task.
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