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Abstract 

Depression is a serious mental illness that affects millions worldwide and consequently has attracted considerable 
research interest in recent years. Within the field of automated depression estimation, most researchers focus on neu-
ral network architectures while ignoring other research directions. Within this paper, we explore an alternate approach 
and study the impact of input representations on the learning ability of the models. In particular, we work with graph-
based representations to highlight different aspects of input transcripts, both at the interview and corpus levels. We 
use sentence similarity graphs and keyword correlation graphs to exemplify the advantages of graphical representa-
tions over sequential models for binary classification problems within depression estimation. Additionally, we design 
multi-view architectures that split interview transcripts into question and answer views in order to take into account 
dialogue structure. Our experiments show the benefits of multi-view based graphical input encodings over sequential 
models and provide new state-of-the-art results for binary classification on the gold standard DAIC-WOZ dataset. Fur-
ther analysis establishes our method as a means for generating meaningful insights and visual summaries of interview 
transcripts that can be used by medical professionals.
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1  Introduction
Depression is a serious mental disorder that affects mil-
lions of people worldwide. According to statistics from 
the World Health Organization (WHO),1 approximately 
5% of adults worldwide experienced depression in 2019, 
amounting to an estimated 280 million people. We 
expect a curve of increasing estimates as a consequence 
of recent global events including the health crisis that 

caused widespread unemployment, stress and feeling of 
isolation [1]. This increased need for mental healthcare 
can lead to significant burden on the current system 
with the number of patients reaching beyond the capac-
ity of available medical resources in some cases. In the 
Ain region of France for example, the supply of psychi-
atric care is half the national average with 9 psychiatrists 
for 100,000 inhabitants.2 Advancements in the field of 
machine learning have allowed researchers to develop 
automated tools that can help reduce stress on the 
healthcare system, with particular attention being paid to 
automated depression estimation.
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Evaluation of depression is a challenging problem with 
patient-therapist interviews being the common prac-
tice within the medical community for analyzing a per-
son’s mental health. Psychiatrists use these dialogues as 
a means to examine different aspects of a patient’s life 
(including work, living situations, family, relationships, 
etc.) in order to ascertain their mental state. Complemen-
tary to these interviews, different screening tools have 
also been defined that quantify a person’s psychological 
state. Among these tools, the Patient Health Question-
naire (PHQ-8) is considered a valid diagnosis and sever-
ity measure for depressive disorders [2] and represents 
self-assessment scores for eight indicative symptoms of 
depression: loss of interest, feeling of depression, sleeping 
disorders, feeling of tiredness, loss of appetite, feeling of 
failure, lack of concentration and lack of movement.

Throughout the literature, different strategies have 
been proposed for automated estimation of depression. 
These approaches aim to infer the screening tool score 
(PHQ-8 score) based on patient-therapist interviews con-
ducted in a clinical setting. Multi-modal architectures 
combine inputs from different modalities [3, 4]. Multi-
task architectures simultaneously learn related tasks [4, 
5]. Gender-aware models explore the impact of gender on 
depression estimation [6, 7]. Hierarchical models process 
transcripts at different granularity levels [8, 9], Attention 
models integrate external knowledge from mental health 
lexicons [9], feature-based solutions compute multiple 
multi-modal characteristics [10]. Multi-view model treats 
the input transcript as combination of two views in order 
to incorporate the discourse structure [11]. Graph-based 
architectures process non-linear structures within the 
conversation using graph neural networks (GNN) [12–
14]. Symptom-based models treat depression estimation 
as an extension of the symptom prediction problem [15]. 
Domain-specific language models have been built [16] 
and large language models are prefix-tuned to automate 
depression estimation [17].

Despite this extensive list of initiatives, input represen-
tation remains a relatively unexplored research direction. 
Most researchers utilize a sequential encoding of the 
interview transcripts without considering the inherent 
non-linear structure of conversations. Within this paper, 
we explore graph-based representations of patient-thera-
pist interviews and study their impact on the depression 
estimation task. Our primary focus is directed towards 
sentence similarity graphs and keyword correlation 
graphs [18], which highlight distinctive features across 
varying levels of granularity within the data. These graph 
structures not only highlight complex interactions within 
the discourse but also provide a perspective that does 
not exist within sequential data models. Additionally, we 
expand upon the research conducted by Agarwal et  al. 

[11], taking the concept of multi-view from neural net-
work architectures and applying it to graph-based input 
representations. As such, we propose to take into account 
the inherent relation between questions and answers 
within interview transcripts. We show steady improve-
ments in performance by combining the multi-view 
concept with input graphs, thus reinforcing the valid-
ity of the multi-view idea. Finally, we demonstrate that 
visual representation of graph structures can serve as a 
rapid visual synopsis of the conversation while providing 
valuable insights for healthcare experts. A wide range of 
experiments have been endeavoured over the gold stand-
ard Distress Analysis Interview Corpus-Wizard of Oz 
(DAIC-WOZ) dataset [19] for the binary classification 
problem, which shows advantages of using graph-based 
representations over sequential input and combining 
them with the multi-view approach. Our best model pro-
vides new state-of-the-art results over the DAIC-WOZ 
with a macro-F1 score of 81% for the binary classification 
task.

2 � Related work
Different architectures and strategies have been used 
throughout the literature to train automated models 
for depression estimation based on patient-therapist 
interviews. One promising research area is to leverage 
inputs from different modalities into one learning modal. 
Qureshi et  al. [4] explore the possibility of combin-
ing audio, visual and textual input features into a single 
architecture using attention fusion networks. They fur-
ther show that training the model for regression and clas-
sification simultaneously on the same dataset provides 
improvements in results. Ray et  al. [3] present a similar 
framework that invokes attention mechanisms at several 
layers to identify and extract important features from 
different modalities. The network uses several low-level 
and mid-level features from audio, visual and textual 
modalities of the participants’ inputs. Another interest-
ing approach aims at combining different tasks that share 
some common traits thus following the multi-task para-
digm. Qureshi et al. [5] propose to simultaneously learn 
both depression level estimation and emotion recogni-
tion on the basis that depression is a disorder of impaired 
emotion regulation. They show that this combination 
provides improvements in performance for the multi-
class problem as well as the regression of the PHQ-8 
score. Building on the success of hierarchical models for 
document classification, different studies [8, 9] propose 
to encode patient-therapist interviews with hierarchi-
cal structures, showing boosts in performance. Xezo-
naki et al. [9] further extend their proposal and integrate 
affective information (emotion, sentiment, valence and 
psycho-linguistic annotations) from existing lexicons in 
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the form of specific embeddings. Exploring a different 
research direction, Qureshi et al. [7] study the impact of 
gender on depression level estimation and build four dif-
ferent gender-aware models that show steady improve-
ments over gender-agnostic models. In particular, an 
adversarial multi-task architecture provides best results 
overall. Along the same line, Bailey et al. [6] study gender 
bias from audio features as compared to [7], who target 
textual information. They find that deep learning models 
based on raw audio are more robust to gender bias than 
ones based on other common hand-crafted features, such 
as mel-spectrogram. Although most strategies rely on 
deep learning architectures, a different research direction 
is proposed by Dai et al. [10], who build a topic-wise fea-
ture vector based on a context-aware analysis over differ-
ent modalities (audio, video, and text). Niu et al. [12] use 
graph structures within their architecture to grasp rela-
tional contextual information from audio and text modal-
ity. They propose a hierarchical context-aware model to 
capture and integrate contextual information among rela-
tional interview questions at word and question-answer 
pair levels. Along the same research direction, Hong 
et al. [13] use a graphical representation of the input that 
encodes word-level interactions within each transcript. 
They propose schema-based graph neural networks and 
use multiple passes of the message passing mechanism 
[20, 21] to update the schema at each node of the text 
graph. Burdisso et  al. [14] define a more complex input 
graph structure that models the interactions between 
transcripts and a global word graph. They use an induc-
tive version of graph convolutional networks (GCN) 
[22] and define w-GCN that mitigates the assumptions 
of locality and equal importance of self-loops within 
GCN. Milintsevich et  al. [15] treat binary classifica-
tion as a symptom profile prediction problem and train 
a multi-target hierarchical regression model to predict 
individual depression symptoms from patient-therapist 
interview transcripts. Agarwal et  al. [11] highlight the 
importance of retaining discourse structure and define 
multi-view architectures that divide the input transcript 
into views based on sentence identities. The two views 
are processed both independently and co-dependently 
in order to account for intra-view and inter-view inter-
actions. Building upon the success of language models in 
understanding textual data, Ji et al. [16] fine-tune differ-
ent BERT-based models on mental health data and pro-
vide a pre-trained masked language model for generating 
domain-specific text representations. Lau et al. [17] fur-
ther account for the lack of large-scale high-quality data-
sets in the mental health domain and propose the use of 
prefix-tuning as a parameter-efficient way of fine-tuning 
language models for mental health.

2.1 � Multi‑view architectures
Within the context of depression estimation based on 
patient-therapist interviews, most research works dis-
regard sentence types, patient or therapist input, and 
treat the input transcript as a sequence of unstructured 
sentences. Agarwal et  al. [11] highlight the importance 
of retaining discourse structure and propose multi-view 
architectures that utilize sentence types as a means to 
incorporate the said structure into the learning pro-
cess. Within multi-view architectures, interviews are 
considered as interactions between two perspectives, 
rather than being strictly dependent on sequential sen-
tence structure. The input transcript is divided into two 
views based on sentence types, patient and therapist 
views, which are then treated both independently and 
co-dependently. Dedicated neural networks are used 
to learn transcript-level representations of individual 
views, with inter-view and intra-view interactions mod-
eled using attention mechanisms. In particular, Agarwal 
et  al. [11] propose a combination of self-attention and 
cross-attention mechanisms where different metrics are 
tested to reach high performance during cross-attention. 
More recently, the same authors propose in [23] a multi-
head cross-attention mechanism that overperforms their 
original proposal. Overall results show the advantages of 
multi-view encoding over structure-agnostic sequential 
text representations.

2.2 � Keyword correlation graphs
Most representation learning methods model text as 
bag-of-words or as sequences of variable-length units, 
and are ineffective in capturing global features. Keyword 
correlation graphs (KCG) [18] represent documents as a 
weighted graph of topical keywords, and integrate global 
information into the input using learned topical knowl-
edge. Within the KCG definition, topic modeling is used 
to learn a set of global topics that are used for extracting 
important keywords within each document. These topic 
models are trained on the entire training data, and hence 
encode corpus-level understanding of the text which 
is then incorporated within the input structure of indi-
vidual transcripts. Each node within the graph represents 
a keyword, with sentences in the document assigned to 
the node they are most related to. The edges between the 
nodes indicate their correlation strength which is calcu-
lated based on pair-wise cosine similarity between corre-
sponding sentence sets.

3 � Methodology
Graphs are discrete structures that provide a more intui-
tive way to not only capture the non-linear connections 
within conversations, but also define intricate input rep-
resentations that do not exist in a linear setting. Based on 
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the definitions of nodes and their interactions, different 
graph structures can highlight different aspects of the 
same input transcripts. In this paper, we experiment with 
sentence similarity graphs, focusing on local sentence 
level interactions, and keyword correlation graphs, high-
lighting global corpus level features within the input. We 
also extend the multi-view concept introduced by Agar-
wal et al. [11] to graph-based transcript representations. 
This extension aims to further highlight the different 
perspectives and their interactions within the input dis-
course. In particular, we not only use multi-view archi-
tectures within our network definition, but also apply it 
to the input representations and define graph structures 
depicting the two views. Based on the experiments of 
[11], the MV-Inter-Att. (Mean) configuration of multi-
view architecture is used within our network definitions.

3.1 � Sentence similarity graphs
Sentence similarity graphs are the most basic graphi-
cal representation of data that highlight sentence level 

interactions within text. Individual sentences form the 
nodes of the graph and edges are defined using cosine 
similarity between corresponding node embeddings. 
Within this context, we define two configurations that 
explore both generic definition of sentence similarity 
graphs and the multi-view infused interpretation. Fig-
ure  1 provides an overview of the graph structures and 
architectures used within this setting.

3.1.1 � Similarity‑baseline
We start with the generic definition of sentence similarity 
graphs where all sentences are treated equally irrespec-
tive of their identity (patient or therapist input). Edges are 
defined between all possible node pairs based on cosine 
similarity between corresponding node embeddings. 
Similarity threshold is applied to introduce sparsity into 
the graph structure with its value treated as an hyper-
parameter during training. GNNs followed by multi-head 
attention and classification layers are used to process this 
graph structure as illustrated in Fig. 1a.

Fig. 1  Configurations of sentence similarity graphs. Input color coding; red: therapist view, blue: patient view, orange: global nodes/cross 
connections, green: global network
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3.1.2 � Similarity‑MV
Keeping inline with the multi-view idea, we divide the 
transcript into patient and therapist inputs. Individual 
sentence similarity graphs are defined for the two views 
(highlighted with red and blue colors in Fig. 1b) encod-
ing the intra-view interactions. Cross connections, rep-
resented by edges between the corresponding questions 
and answers (shown in orange) represent inter-view 
interactions within the input. GNNs are used to process 
the resulting graph structures and the learned sentence 
embeddings are used as sentence level encodings within 
the multi-view architecture. This configuration highlights 
the multiple perspectives and non-linear interactions 
within patient-therapist interviews.

3.2 � Keyword correlation graphs
Sentence similarity graphs, although good at represent-
ing local sentence level interactions within a transcript, 
are ineffective in capturing global features. Within the 
context of patient-therapist interviews, topics discussed 
within each transcript (like work, family, children, living 
situation, etc.) belong to a larger finite set of topics shared 
across all interviews. We propose to use keyword cor-
relation graphs in order to combine transcript and cor-
pus level knowledge and define each input as a graph of 
important topical keywords representing the transcript. 
Due to the semi-structured nature of interviews, psy-
chiatrists typically discuss most of the relevant aspects 
of a person’s life within each interview. Consequently, to 
attain more distinct and differentiating topics, we employ 
sentence-level inputs to train our topic models instead of 
using transcript-level text. Non-negative Matrix Factori-
zation (NMF) [24] is used as topic model and trained on 
a collection of all sentences within the training set with 
each sentence treated as an individual document. These 
models encode global corpus level topical knowledge 
and are used to infer word importance within each tran-
script, with 50 most important keywords used as nodes 
within the graph structure. Node Encoder layer, defined 
using multi-head attention architecture, is used to gener-
ate learned node embeddings by combining encodings of 
corresponding sentence sets. Keyword interactions are 
defined using average pairwise cosine similarity between 
their corresponding sentence embedding sets. As in the 
previous case, we also define multi-view inspired KCG 
architecture. Figure 2 shows an overview of the different 
configurations used within this context.

3.2.1 � KCG‑baseline
For the baseline configuration, we treat all sentences 
equally and train a single topic model on collection of 
all sentences within the training set. This global topic 
model represents combined topical knowledge from both 

therapist and patient inputs and is used to generate a 
single keyword correlation graph structure for each indi-
vidual transcript. A neural network similar to Similarity-
Baseline configuration is used to process the resulting 
graph. Node Encoder layer learns node embeddings by 
combining sentence encodings from the corresponding 
sentence sets.

3.2.2 � KCG‑MV
Although topics are shared across interviews, within 
this configuration, we explore the possibility that the 
two views of the data represent complementary topical 
information. Independent topic models learned from 
the two views can be used to highlight different aspects 
of the same interview. Topic model based on therapist’s 
questions represents the relevant aspects of patient’s life 
while patients’ topic model might be better suited for 
understanding their emotions and feelings. Within this 
configuration, transcripts are divided into patient and 
therapist inputs and individual NMF models are trained 
to learn topics within the two views. Dedicated keyword 
correlation graphs are generated using corresponding 
topic models to represent the two views. Cross connec-
tions within this configuration are used to study patients’ 
feelings with regards to different aspects of their life, and 
are defined based on presence of corresponding question 
and answer in the sentence sets of the nodes. A neural 
network architecture similar to Similarity-MV is used to 
process the resulting graph.

4 � Data
For our experiments, we use the Distress Analysis Inter-
view Corpus-Wizard of Oz (DAIC-WOZ) dataset which 
is part of a larger corpus, the Distress Analysis Interview 
Corpus (DAIC) [25]. The dataset contains clinical inter-
views aimed towards psychological evaluation of partici-
pants for detecting conditions such as anxiety, depression 
and post-traumatic stress disorder. These interviews were 
collected with the goal of developing a computer agent 
that interviews participants to identify verbal and non-
verbal signs of mental illness [26]. In particular, we use 
Wizard-of-Oz interviews from the dataset which were 
conducted by virtual agent Ellie, controlled by a human 
interviewer from another room. These interviews have 
been transcribed and annotated for a variety of verbal 
and non-verbal features. Along with the transcripts, the 
dataset also contains corresponding visual and audio fea-
tures extracted from the interview recordings. Depres-
sion severity is assessed based on the PHQ-8 depression 
scale, and a score of 10 is used as threshold to differenti-
ate between depressed and non-depressed participants. 
The dataset is divided into training, development and test 
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sets containing 107, 35 and 47 interviews respectively. 
The dataset is biased towards lower PHQ-8 scores with 
almost 70% data points belonging to the negative class in 
case of binary classification (PHQ-8 score < 10) and only 
4 instances with severe depression (PHQ-8 score > 20). 
Refer to Table 1 for more details.

5 � Experimental setups
We use sentence-transformers [27], all-mpnet-base-v2 
in particular, for generating sentence level text encod-
ings. Adam optimizer with learning rate of 5× 10

−4 

along with weighted binary cross entropy loss (BCE-
Loss) have been used during training to account for 
class imbalance in data. Similarity threshold has been 
applied to introduce sparsity into graphs, and the value 
is treated as an hyper-parameter during training. Graph 
convolutional networks [28] are used to define GNN 
layers. All encoders, global encoder, view encoder and 
node encoder, are defined using transformer-based 
multi-head attention networks [29]. Cross-attention at 
view encoder level is also defined using transformer-
based multi-head attention networks with inputs from 

Fig. 2  Different configurations of keyword correlation graphs. Input color coding; red: therapist view, blue: patient view, orange: global nodes/cross 
connections
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the two views playing different roles among query, key 
and value as per requirement. Pytorch and Pytorch 
Geometric [30] frameworks are used for network defi-
nition and training.

6 � Results and analysis
Table  2 provides detailed results for all configurations. 
Best models are chosen based on macro-F1 scores on the 
development set and performance on both the develop-
ment and test set are reported. Mean and standard devia-
tion are calculated over 5 random initializations for all 
models. In order to establish a sequential baseline, we 
also include results by Agarwal et al. [23] who experiment 
with comparable neural network architectures applied 
to linear input configurations, i.e. without graph encod-
ings. Figures prove that graph-based representation of 
transcripts provides better and more stable performance 
compared to sequential representation. In particular, 
Similarity-MV representation evidences best-performing 
results for 3 out of 4 evaluation metrics outperforming all 
other configurations considered in our research.

From Table  3, we further show that our best-
performing model (Similarity-MV) provides new 

state-of-the-art results over the DAIC-WOZ dataset, 
outperforming recent initiatives including those relying 
on external knowledge (HAN+L [9]), different modalities 
(SVM:m-M &S [10]) or multi-target learning (Symptom 
Prediction [15]). Figure  3 also proves that our graph-
based models not only provide state-of-the-art results 
but also have a stable learning curve, which is a desir-
able property for applications in the medical domain. 
Note that the reported results are taken directly from 
the original papers, and some related work surprisingly 
do not evidence results over the test split, such as HCAG 
and HCAG+T [12], although they highly perform on the 
development set. This might suggest a strong overfitting 
of the models.

6.1 � Sequential vs. graph‑based input representation
Comparing linear and sentence similarity graph-based 
models, we see improvements with graphical represen-
tations for both Baseline and MV configurations. Spe-
cifically, Similarity-Baseline outperforms Linear-Baseline 
by 2.6% on macro-F1 score while Similarity-MV outper-
forms Linear-MV by 1.2% for the same metric. Overall, 
Similarity-Baseline outperforms Linear-Baseline for 4 
out of 4 metrics while Similarity-MV evidences better 
results than Linear-MV for 3 out of 4 metrics. Further-
more, Fig. 3 plots macro F1 score against the step count 
for all architectures considered in this research. The plots 
show more stable convergence curves for graph-based 
models (Similarity-MV and KCG-MV in particular), 
which is a highly desirable property within healthcare 
applications. This is further supported by standard devia-
tion values reported in Table 2. Our results highlight the 
benefits of using graph-based input representations, both 
in terms of predictive performance and stability of the 
proposed models.

6.2 � Baselines vs. multi‑view architectures
Within our experiments, multi-view based representa-
tions steadily outperform the corresponding baseline 

Table 1  Number of interviews for each depressive class severity 
in the DAIC-WOZ dataset, distributed by train, validation and test 
sets

Depression severity Data split

Train Val. Test

No symptoms [0..4] 47 17 22

Mild [5..9] 29 6 11

Non-depressed Total 76 23 33

Moderate [10..14] 20 5 5

Moderately severe [15..19] 7 6 7

Severe [20..24] 4 1 2

Depressed Total 31 12 14

Total 107 35 47

Table 2  Overall results over the DAIC-WOZ dataset

UAR stands for Unweighted Average Recall. We provide results for both development and test sets. The best model is chosen based on macro-F1 values over the 
development set and the best results over the test set are highlighted in bold. All models are run 5 times and average results and standard deviation are reported

Configurations Macro-F1 UAR​ Accuracy Precision (macro)

(Dev) Test (Dev) Test (Dev) Test (Dev) Test

Linear-Baseline [23] (0.79 ± 0.04) 0.75 ± 0.04 (0.78 ± 0.03) 0.75 ± 0.04 (0.82 ± 0.03) 0.80 ± 0.03 (0.82 ± 0.04) 0.77 ± 0.04

Linear-MV [23] (0.77 ± 0.02) 0.80 ± 0.02 (0.76 ± 0.03) 0.83 ± 0.02 (0.80 ± 0.02) 0.82 ± 0.02 (0.79 ± 0.02) 0.79 ± 0.02

Similarity-Baseline (0.71 ± 0.00) 0.77 ± 0.03 (0.70 ± 0.00) 0.77 ± 0.04 (0.76 ± 0.00) 0.81 ± 0.02 (0.75 ± 0.00) 0.78 ± 0.03

Similarity-MV (0.76 ± 0.0) 0.81 ± 0.01  (0.74 ± 0.0) 0.82 ± 0.01 (0.79 ± 0.0) 0.83 ± 0.01 (0.78 ± 0.0) 0.80 ± 0.01
KCG-Baseline (0.67 ± 0.03) 0.68 ± 0.01 (0.66 ± 0.03) 0.69 ± 0.01 (0.73 ± 0.02) 0.72 ± 0.01 (0.73 ± 0.04) 0.68 ± 0.01

KCG-MV (0.66 ± 0.02) 0.76 ± 0.03 (0.65 ± 0.02) 0.74 ± 0.03 (0.72 ± 0.01) 0.81 ± 0.02 (0.72 ± 0.02) 0.80 ± 0.02
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configurations for both sentence similarity graphs and 
keyword correlation graphs. In particular, Similarity-MV 
outperforms Similarity-Baseline by 5% on macro-F1, 6% 
on UAR, 2% on Accuracy, and 2% on Precision (macro). 
Sentence similarity graphs focus on local sentence-level 
interactions where the context shared between the corre-
sponding questions and answers plays an important role. 
This strong dependency between the two views restricts 
the graph’s ability to highlight the differences in their 
individual perspective. Yet, their capability to capture 
interactions at the sentence level enables sentence simi-
larity graphs to learn sentence representations that are 
contextualized within their surroundings, resulting in a 
more robust understanding of the interview.

Compared to sentence similarity graphs, KCG repre-
sentations show greater improvements when combined 
with multi-view architectures. KCG-MV model outper-
forms KCG-Baseline by 11% on macro-F1, 7% on UAR, 
12% on Accuracy and 17.6% on Precision (macro). This 
jump can be attributed to the fact that KCG representa-
tions focus on keyword interactions rather than sentence 
interactions, allowing the model to better integrate view-
specific features into the graph structure. Since keyword 
correlation graphs represent both views as interac-
tions between topical keywords rather than sentences 
(question-answer interactions in particular), they avoid 
contextual dependency between the views and learn 
a more independent representations of the two views. 
Additionally, the training of dedicated topic models for 
the two views enhances the independent encoding of 
view perspectives. This property of KCG is aligned with 
the multi-view idea resulting in significant performance 
gain by integrating the two. Although the structural 
definition of keyword correlation graphs allows them to 

model corpus-level knowledge into the input graphs that 
is missing from sentence similarity graphs, they lack in 
their ability to represent local sentence-level interactions. 
This lack of local information significantly restricts the 
learning ability of the model especially for our data where 
the two views (questions and answers) share a strong 
contextual bond. This is evident from our results (cf. 
Table 2) where KCG-based configurations systematically 
underperform compared to other models, thus showing 
the strong co-dependence between corresponding ques-
tions and answers in defining their meaning. It is impor-
tant to note that within this paper KCG representations 
are used only to exemplify different possibilities within 
graphical input representations and showcase their abil-
ity to highlight various aspects of the interview. Results 
shown for KCG-based inputs use the same configurations 
as defined by Chiu et al. [18] and have not been tuned to 
task-specific values. We expect the results to improve 
with tuned configurations that require detailed research 
into the various aspects of KCG definition and are left as 
future work.

Finally, experiments have been carried out with differ-
ent dense input representations including hierarchical 
models and BERT-based input embeddings. Among the 
different combinations and configurations, transformer-
based sentence embeddings evidence the best and most 
stable results. Different implementations for GNNs were 
also explored including GAT [31] and GIN [21], with 
all configurations providing similar performance. This 
behavior is in line with the findings of Dwivedi et al. [32].

7 � Visualization and insights
Although current deep learning models provide excellent 
results, explaining their predictions is still a challenging 
task. Attention scores are widely used as a tool to justify 

Table 3  State-of-the-art results on DAIC-WOZ

T, V and A stand for Text, Visual and Audio modalities respectively

Best performance over the test set is highlighted in bold

Architectures Modality macro-F1 UAR​

(Dev) Test (Dev) Test

Raw Audio [6] A (0.66) – – –

SVM:m-M &S [10] T+V+A (0.96) 0.67 – –

HCAG [12] T+A (0.92) – (0.92) –

HCAN [8] T (0.51) 0.63 (0.54) 0.66

HLGAN [8] T (0.60) 0.35 (0.60) 0.33

HAN [9] T (0.46) 0.62 (0.48) 0.63

HAN+L [9] T (0.62) 0.70 (0.63) 0.70

HCAG+T [12] T (0.77) – (0.82) –

MV-IA-Mean [11] T (0.69) 0.73 (0.68) 0.72

Symptom Pred. [15] T (0.72) 0.74 – –

Similarity-MV T (0.76) 0.81 (0.74) 0.82
Fig. 3  Plot of macro-F1 score distributed by epochs for different 
configurations on the test set
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model predictions, however validity of these explana-
tions is debatable [33, 34]. In healthcare applications, 
despite their high performance, there is a reluctance to 
adopt black-box neural network models. Instead, medi-
cal professionals are more inclined towards models that 
justify their predictions rather than focusing solely on 
performance.

Our research not only aims to show the advantages of 
using graph-based interview representations towards 
predicting ability of the models, but we also motivate 
the notion that input representations themselves can be 
used for insight generation. Our aim is not to provide an 
explanation of model predictions, but rather use visual-
izations of the input graphs as a visual summary of the 
transcripts to be used by medical professionals. These 
visualizations can highlight information within the tran-
scripts that might be relevant for healthcare profession-
als, and present it in an easy to comprehend manner. We 
explore this possibility in the context of sentence similar-
ity and keyword correlation graph structures.

7.1 � Sentence similarity and therapist behaviour
Figure  4 shows the visualization of sentence similarity 
graphs based on therapist inputs for patients with differ-
ent PHQ-8 scores. Each node in the graph represents a 
question and the numbers are their corresponding posi-
tion in the input sequence. Clusters highlighted in red 
comprise of conversation fillers and one-word responses 
used by the therapist that can be ignored for this analy-
sis. Comparing the remaining clusters, we find more 
descriptive graphs for people with high depression scores 
as compared to patients not suffering from depression. 
People with depression can tend to be more reserved and 
usually give short and precise answers, forcing the thera-
pist to ask more detailed questions. This is evident from 
the presence of elaborate clusters within Fig.  4b, where 
each cluster represents therapist questions regarding 
relevant aspects of a patient’s life including work, rela-
tionships, children, etc. A contrasting view is observed 
for patients without depression, Fig. 4a, where we see a 
significant lack of clusters within the graph. This is usu-
ally due to the presence of more detailed answers by the 
patient, allowing the therapist to avoid detailed questions 
and rely on conversation fillers to sustain the interaction. 
These visualizations of sentence similarity graphs high-
light the subtle differences in therapists’ behavior when 
interacting with patients having different severity of 
depression, which in turn can be an indicator of patients’ 
mental health.

7.2 � KCG and global viewpoints
Within the context of clinical interviews, patients and 
therapists have different motives for attending the 

interview and consequently their respective interven-
tions can provide complementary information about 
the same discourse. Topic models trained within the 
KCG definition encapsulate corpus-level knowledge of 
the input text. Consequently, view-specific topic models 
more effectively emphasize the differences in perspec-
tive between the two agents engaged in an interview 
compared to a topic model trained on combined input. 
Figure 5 shows the topics learned within the KCG-Base-
line (combined input) and KCG-MV (patient input and 
therapist input) configurations. In order to understand a 
patient’s mental health, it is desirable to study the emo-
tions and feelings associated with important aspects of 
their lives. This involves learning both, the global set of 
relevant topics (representing important aspects of a per-
son’s life) and patient’s attitude towards them. Compar-
ing the different topic models in Fig.  5, we clearly see 
that topics based on therapist inputs (Fig. 5c) are better 
suited for representing the various aspects of a person’s 
life that have relevance in depression estimation. We see 
distinct topics representing sleep (topic 1), family (topic 
2), positive influence (topic 0), military service (topic 5), 
change in behavior (topic 8), p_t_s_d and past diagnoses 
(topic 9), which correlate with the information desired by 
medical professionals. Within such interviews, therapists 
usually have a methodical approach toward the inter-
view trajectory, as reflected in the clearly defined topics 
derived from their inputs. Conversely, patients have a 
slightly less pronounced role in defining the structure of 
discourse, primarily responding to topics chosen by the 
therapist, Fig.  5b. Although topics learned on the com-
bined input, Fig. 5a, contain information on both views, 
they do not provide a complete knowledge of either 
and lack specific topics representing important charac-
teristics within each view. These findings highlight the 
importance of incorporating the discourse structure 
within the learning process, as proposed by Agarwal et al. 
[11], rather than treating the input as an unstructured 
sequence of sentences.

7.3 � KCG and transcript level visualization
Another interesting trait of KCG representations can be 
seen in the visualizations of individual transcript-level 
graphs. Since these graphs are defined in terms of inter-
actions between the most relevant keywords within indi-
vidual interviews, their visualization can act as a topical 
summary of the transcript. Within the context of struc-
tured interviews, most global topics are discussed in each 
transcript albeit with varying importance depending 
on each patient’s situation. KCG structures utilize this 
fact by selecting the most important keywords within 
the transcript to highlight the subtle patterns that can 
be indicative of patients’ mental health. An example is 
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shown in Fig.  6 that compares graph visualizations for 
two patients with different depression scores. For patient 
with high depression score, keywords like therapy, 
changes and feeling are clustered together (highlighted 

in red) while being absent from the graph of patient 
with low depression score. Further analysis of the entire 
dataset revealed a pattern where keywords like depres-
sion, p_t_s_d, and therapy frequently appear as clusters 

Fig. 4  Sentence similarity graphs based on therapist inputs for different PHQ scores. Blue dashed lines represent weak correlations, while black 
solid lines represent a strong correlation

Fig. 5  Topics learned with different inputs
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in graphs of patients with high depression scores (score 
≥ 18) while generally being absent from graphs of non-
depressed patients. This highlights the fact that although 
topics like depression and p_t_s_d are discussed in most 
interviews, they are more relevant in the context of 
patients with high depression as compared to those with-
out depression. Consequently, their presence in the graph 
can be indicative of depressive tendencies and can easily 
be highlighted within KCG visualizations. These visuali-
zations can illustrate the relative importance of different 
topics discussed within the interview, which in turn can 
be an indication of a patient’s mental health.

8 � Conclusions and future work
In this paper, we explore graph-based representations 
of patient-therapist interviews as a means to not only 
exploit the non-linear characteristics of the discourse 
for improved performance, but also use graph visualiza-
tions for generating insights that can prove relevant for 
medical professionals. Overall results on DAIC-WOZ 
dataset show advantages of graph-based learning over 
sequential models in context of binary classification task 
within automated depression estimation. In particu-
lar, graph-based Similarity-MV configuration evidences 
the best performance and provides new state-of-the-art 
results, thus out-performing comparable sequential con-
figurations [23] and recent works including those relying 
on external knowledge [9], multiple modalities [10] and 
multi-target learning [15]. Our experiments on two dif-
ferent graph structures, sentence similarity graphs and 
keyword correlation graphs, highlight both, transcript 
level sentence-sentence interactions and corpus level 
topical knowledge within the dataset. We further extend 

the work done by Agarwal et al. [11] by not only incor-
porating multi-view architectures within graphical mod-
els, but also applying the multi-view concept to input 
representations directly. Figures in Table 2 show system-
atic improvements with multi-view based configurations 
across all models considered in our study, thus reinforc-
ing the model-agnostic nature of multi-view concept. 
We also propose utilization of input representations as a 
source of insights into the data and use sentence similar-
ity graphs and keyword correlation graphs for our initial 
experiments in the field. We provide examples in favour 
of our proposal and show how visualizations of input 
graph structures can highlight subtle behavioural pat-
terns of patients and therapist that can be indicative of 
patients mental health.

We plan to continue in this research direction and 
further explore graphical representation of patient-
therapist interviews for generating insights that are rel-
evant for medical professionals working in the field. We 
intend to delve into a more comprehensive investigation 
of KCG definitions to enhance the learned topics and 
fine tune the hyper-parameters for improved predictive 
performance.
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