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WORKSHOP DESCRIPTION 
 
 

Lexical cohesion can be subdivided into two distinct areas: (1) lexical associations, that 
embody a wide spectrum of language phenomena such as named entities, multiword units, 
collocations and word co-occurrences and (2) lexical relations that provide evidence of 
the semantic and discourse structure of text through relations between terms over large 
distances. The central goal of this workshop is to bring together researchers in NLP and 
IR to discuss the use of lexical cohesion in text applications, such as document and 
passage retrieval, question answering, topic segmentation and text summarization. Indeed, 
despite the fact that both communities are working with the same material (human 
language), collaboration between them has so far been limited. In this workshop we are 
interested in pointing at successes and failures of the integration of lexical cohesion in 
real-world IR applications. On the one hand, lexical cohesion has received much attention 
in Information Retrieval research during its more than 30-year old history, but so far with 
mixed results. On the other hand, a considerable amount of research has been devoted to 
this subject, both in terms of theory and practice, by the Natural Language Processing 
community, but with limited evaluation in real-world applications. It is clear that we are 
at a point where both communities should meet in order to discuss related issues. This is 
the objective of this workshop. In particular, we will address two questions that are of 
great importance for real-world IR applications. 
  

(1) Efficient methodologies for Lexical Cohesion identification 
  

Lexical cohesion has received attention in IR research since its outset. We can point to (a) 
the identification and the use of multiword units for indexing and search, and (b) the 
extraction of long-distance lexical relations for tasks such as passage retrieval, topic 
segmentation or text summarization.  
On the one hand, the interest in multiword units (or phrases) can be partially attributed to 
the fact that phrases typically have a higher information content and specificity than 
single words, and therefore represent the concepts expressed in text more accurately than 
single terms.  
On the other hand, interest in long-distance lexical relations in text has been motivated in 
IR research by the realization of the limitations of most IR models that assume term 
independence in text. As a consequence, a number of techniques have been developed to 
improve term independence models, such as passage retrieval and query expansion 
techniques. 
The choice of the methodologies and techniques for these tasks has always been 
restricted by the problem of efficiency that is critical for real-world IR applications. 
Indeed, real-world IR applications are constrained by variables such as processing time 
and memory space. Identifying and extracting lexical associations and lexical relations is 
a computationally intensive process. In recent years new algorithms and new 
technologies have been proposed to introduce lexical cohesion techniques in large scale 
applications, thus avoiding previous intractable implementations. Previous workshops on 
lexical cohesion have mainly focused on the unconstrained extraction process. In this 
workshop, we would like to focus on the comparison of different factors that can 
influence the scalability of the treatment of lexical cohesion in real-world applications, 
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namely data structures, algorithms, parallel and distributed computing or grid computing. 
We would also be interested in new methodologies for lexical cohesion that may easily 
scale to real-world applications based on complexity measurements.  
  

(2) Evaluation of the benefits of Lexical Cohesion in IR applications 
  

Contiguous lexical associations have often been used in experimental IR systems. 
Different techniques have been studied for this purpose: (a) statistical methods based on 
co-occurrence statistics or ngram language modeling techniques (b) hybrid techniques 
based on simple statistics and shallow linguistic techniques such as part-of-speech 
tagging and noun-phrase chunking and (c) knowledge-based techniques. However, the 
importance of the contribution of phrase matching has not been systematically quantified. 
Moreover, the evaluation of such techniques is difficult in IR applications, as the number 
of environment variables is very large and each system combines a variety of indexing 
and matching techniques. Therefore, a more focused and systematic approach towards 
analyzing the uses of lexical associations in IR and their evaluation is needed. This 
workshop will provide a framework for such analysis, and will present for discussion a 
number of challenging questions regarding the use of lexical associations in text. In 
particular we will ask questions such as: How should multiword units be incorporated 
into IR models designed for single terms? What weighting models can be used for them? 
How should they be matched against their lexical-syntactic variants in text? How should 
we handle non-contiguous lexical associations? How can we avoid over-weighting a 
phrase occurrence in a document matching more than one phrase in the query? These are 
only few questions of a huge field of research full of unsolved problems.  
In contrast with contiguous lexical units, relations between non-contiguous lexical units 
are important building blocks of the text, forming its lexical cohesion. Indeed, the 
complete meaning of a word in text can only be realized when it is interpreted in 
combination with the surrounding words, forming lexical cohesive ties with them. These 
lexical relations have been used for a number of IR tasks, for example query expansion, 
passage retrieval, topic segmentation and text summarization. However, most of the 
techniques do not use deep semantic or discourse structure information in identifying 
such relations, instead relying on their statistical evidence i.e. their co-occurrence patterns. 
In fact, very little work has explored the use of NLP techniques such as lexical chaining 
or discourse analysis that make use of semantic and discourse structure within text to 
improve the performance of IR applications. One of the main objections to the use of 
such techniques has been the claim that they are more computationally demanding than 
statistical co-occurrence techniques. However, with the development of more efficient 
algorithms by the NLP community it will be interesting to further explore the use of such 
techniques in IR applications. 
As a consequence, we would like to gather people who use lexical relations in different 
subfields of IR. Non-trivial questions are addressed here. What types of lexical relations 
prove useful for different IR tasks? What statistical models are most effective for the 
identification of lexical relations for different IR tasks? Can linguistic techniques for 
identifying lexical relations in text, such as lexical chaining or discourse analysis 
techniques be useful for any IR tasks? How can contiguous or non-contiguous lexical 
cohesive relations be identified in text? How can we reliably evaluate and compare these 
techniques? 
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WORKSHOP PROGRAM 
 
 

9:00 � 9:15 Workshop opening and introduction 

 
INVITED SPEAKER 

 
9:15 � 10:15 Keynote speech: Phrases and Other Structure in Queries, Bruce Croft 
(Center for Intelligent Information Retrieval, University of Massachusetts) 
 
10:15-10:30 Question Session 
 
10:30 � 11:00 Coffee break 
 
MORNING FULL PAPER SESSION 

 
11:00 � 11:20 Comparing Query Formulation and Lexical Affinity Replacements in 

Passage Retrieval, Egidio Terra (Pontifícia Universidade Católica do Rio Grande do Sul, 
Brazil) and Charles C. Clarke (University of Waterloo, Canada) 
 
11:20 � 11:40 A Study of Document Relevance and Lexical Cohesion between Query 

Terms, Olga Vechtomova (University of Waterloo, Canada), Murat Karamuftuoglu 
(Bilkent University, Turkey) and Stephen Robertson (Microsoft Research Cambridge, 
England) 
 
11:40 � 12:00 Human Annotation of Lexical Chains, Bill Hollingsworth (University of 
Cambridge Computer Laboratory, England) and Simone Teufel (University of Cambridge 
Computer Laboratory, England) 
 
12:00 � 12:30 Panel Discussion 1 
  
12:30 � 13:30 Lunch break 
 
AFTERNOON FULL PAPER SESSION 

 

13:30 � 13:50 A Method to Calculate Probability and Expected Document Frequency of 

Discontinued Word Sequences, Antoine Doucet (University of Helsinki, Finland) and 
Helena Ahonen-Myka (University of Helsinki, Finland) 
 
13:50 � 14:10 Unsupervised Topic Segmentation Based on Word Cooccurrence and 

Multi-Word Units for Text Summarization, Gaël Dias (University of Beira Interior, 
Portugal) and Elsa Alves (New University of Lisbon, Portugal) 
 
14:10 � 14:30 Hypernyms Ontologies for Semantic Indexing, Florian Seydoux (Swiss 
Federal Institute of Technology of Lausanne, Switzerland) and Jean-Cédric Chappelier 
(Swiss Federal Institute of Technology of Lausanne, Switzerland) 
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14:30 � 15:00 Panel Discussion 2 
 
POSTER/DEMO SESSION 

 
15:00 � 15:30 Poster/Demo session 
 
A Framework for Detecting Contextual Concepts in Texts, Ágnes Sándor (Xerox 
Research Centre Europe, France) 
  
Automatic Hierarchical Clustering of Web Pages, Ricardo Campos (University of Beira 
Interior, Portugal) and Gaël Dias (University of Beira Interior, Portugal) 
  
Evaluating Latent Semantic Vector Models with Synonym Tests and Document Retrieval, 
Leif Grönqvist (Växjö University, Sweden) 
 
15:30 � 15:45 � Coffee break  
 

SHORT PAPERS SESSION   

 

15:45 � 15:55 An Evaluation of some Latent Semantic Vector Models Using a New 

Swedish Evaluation Set, Leif Grönqvist (Växjö University, Sweden) 
 
15:55 � 16:05 Feature Representation for Effective Action-Item Detection, Paul N. 
Bennett (Carnegie Mellon University, USA) and Jaime Carbonell (Carnegie Mellon 
University, USA) 
 
16:05 � 16:15 Predicting Extraction Performance Using Context Language Model, 
Eugene Agichtein (Microsoft Research) and Silviu Cucerzan (Microsoft Research) 
 
16:15 � 16:45 Panel Discussion 3 
 
Workshop closing 
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Keywords
Question Answering, Passage Retrieval, Query Expansion

ABSTRACT
We compare different query formulation strategies and ex-
pansion based on lexical affinities in the context of passage
retrieval. Our method to expand the queries using lexical
affinities replaces only the missing terms from the original
query in candidate passages while scoring them. The re-
placement term’s affinity with the missing term is used to
weight the substitution, and the degree of affinity is com-
puted using statistics generated from a terabyte corpus. The
passages extracted using this replacement method and a set
of passages extracted using different formulation strategies
are evaluated using TREC’s QA test set.

1. INTRODUCTION
In open domain question answering (QA), the process of

finding answers for the questions normally takes one of these
two approaches: 1) a subset of the collection is selected for
further processing by the answer selection component; or 2)
the whole collection is directly used by the answer selection
component to find the answer. Only a certain, often small,
number of documents will have one or more answers for a
question, thus the first approach is often used in practice
since the amount of data to be processed is reduced consid-
erably, as it is the noise passed for posterior processing in the

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profitor commercial advantage and that copies
bear this notice and the full citation on the firstpage. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
SIGIR Workshop on Methodologies and Evaluation of Lexical Cohesion
Techniques in Real-world Applications — Beyond Bag of Words ’05 Sal-
vador, Brazil
Copyright 200X ACM 1595930345/05/0008 ...$5.00.

QA system. An important aspect in limiting the search on
a sub-collection is that any imprecision in the process will
prevent the system from finding the answer. The goal of
sub-collection limitation is then reduce the amount of data
to be further processed with the smallest error possible.
The task of sub-collection creation is accomplished by

finding passages or documents that potentially contain the
answer for a given question. In particular, in this work we fo-
cus on passage retrieval. In the context of QA, given a fixed
retrieval model and collection, one must formulate queries
that closely resemble the passages containing the answers to
the questions. However, not always query terms occur in the
relevant passages, either because in conjunction with other
query terms it provides no or little extra information or due
to the presence of an alternative term that shares a reason-
ably close meaning in relevant passages. This problem is
normally addressed by the use of explicit query expansion
or pseudo-relevance feedback. We approach this problem
from a different perspective, by providing replacements for
all the missing query terms using lexical affinity. The re-
placements can have semantic relationship with the missing
terms or may be one of their morphological variants. We
assume that pairs of lexical items, individual words or mul-
tiword sequences, that co-occur frequently, more often than
expected by chance, have higher affinity to each other [17].
The method to use replacements by taking into account

lexical affinity was introduced in Terra and Clarke [17]. We
modified existing retrieval methods, one passage retrieval
method and one document retrieval method, to use lexical
affinity replacement. In our previous evaluation, document
collection and queries were fixed in order to compare the
original and the modified methods and the results showed
significant improvements from the modified method to orig-
inal one using the same queries. The current work extends
our previous one by comparing the original passage retrieval
method with expanded queries and the modified method us-
ing original queries.
We perform our experiments using the passage retrieval

component of the University of Waterloo’s MultiText QA
system used in TREC 1999 to 2003. In particular, for the
TREC 2003 QA test set [19], we generate different types
of queries exploring lexical and syntactical aspects from the
question, comparing results obtained using different strate-
gies. Our results show that the replacements method based
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on lexical affinities outperforms in precision common explicit
query expansion and formulation strategies.
The remaining of this work is organized as follows: Sec-

tion 2 describes some related work on query formulation and
explicit expansion. The scoring function used in our pas-
sage retrieval is presented in Section 3. The lexical affinity
replacement method is presented in Section 4 and the ap-
proach to measure affinity is presented in Section 5. Some
common query formulation strategies used in our compar-
ison are presented in Section 6. The following Section 7,
presents the results and discussion.

2. RELATED WORK
Radev et al. [12] examine the query formulation process

for natural language questions. In order to generate the
query they selectively choose which words from the original
question are included by iteratively examining these words.
They also explicitly expand the original question terms using
WordNet and also using words with distributional similarity
computed prior to the query processing.
Tellex et al. [15] investigate many different passage re-

trieval techniques using TREC2002 QA test set. They com-
pare a probabilistic and a boolean model for initial doc-
ument retrieval and find that the boolean model delivers
a good performance when compared to a specific and well
known probabilistic retrieval model. A boolean model is
also used to retrieve an initial set of documents in other QA
systems [20], Yang et al. acknowledge that the the num-
ber of questions covered by documents retrieved using the
boolean queries is not very high, however the number of pas-
sages retrieved is also smaller. To compensate the number of
questions not covered they iteratively issue boolean queries,
with a “successive constraint relaxation” approach. Saggion
et al. [14] also investigates iterative relaxation approaches
for conjunctive boolean queries, including expanding indi-
vidual terms, the use of some structural components in the
query, such as quotes, and also deleting terms from the con-
junction.
Monz [11] investigates the document retrieval component

of the FlexIR system in the context of QA. He proposes the
use of stemming as a way to increase effectiveness, while
pseudo-relevance feedback as applied to ad hoc tasks yields
poor performance.
Bilotti et al. [1] study the effect of stemming and explicit

expansion using inflectional variants and found that stem-
ming produced a lower recall while explicit expansion re-
sulted in higher recall. Their study focused on document
retrieval in the context of QA.
Roberts and Gaizauskas study some strategies to retrieve

passages, either by pre or post-processing a set of retrieved
documents [13]. They also formalize the concept of “cover-
age”, used earlier by Tellex et. [15] and also used by Collins-
Thompson et al. [7] and in this work.
Clarke and Terra [4] compare document and passage re-

trieval. Their results show that document retrieval has a
slightly better coverage than passage retrieval. However,
the passage retrieval provides a smaller sub-collection, thus
reducing the amount of noise for down-stream components
of QA systems.

3. PASSAGE RETRIEVAL
In order to investigate different expansion strategies, we

use the passage retrieval component from the MultiText sys-
tem. It has been used successfully in question answering [5,
3, 9] and to extract terms for pseudo-relevance feedback [21].
It can be used to retrieve passages directly from the corpus
with no need for documents pre-fetching. This passage re-
trieval method is used for the Query formulation strategies
used in this paper.
From a query Q = {t1, t2, .., tk} let T ⊆ Q. Given an

extent of text comprising all words in the interval (u, v).
The extent length is l = v − u + 1 and the probability of
P (t, l) that the extent contains one or more occurrences of
t is

P (t, l) = 1− (1− pt)
l

= 1− (1− lpt +O(p2
t ))

≈ lpt.

The probability that an extent (u, v) contains all the terms

from T is then

P (T, l) =
Q

tiinT
P (t, l)

=
Q

t∈T
lpt

= l|T | Q

t∈T
pt.

The estimation of pt is given by the Maximum Likelihood
Estimator (MLE) for t in the collection

pt = ft/N

where ft is the collection frequency of t and N is the col-
lection size in words. The score for an extent of length l
containing the terms in T is the self-information of P (T, l)

X

ti∈T

log(N/ft)− |T | log(l) (1)

The score is higher for short passages containing all terms
in T and there is a trade-off on the number of terms and
size of the passage.
The original passage retrieval method was presented by

Clarke et al. [5, 6] and it provides an efficient algorithm to
retrieve all passages comprising 1 to |Q| query terms. The
running time to extract all extents contain the terms in T
is O(|Q|Jllog(N)) where |Q| is the total number of query
terms, Jl is the number of extents containing |T | query
terms and N is the corpus size in words. The algorithm
is based on the positions of query terms, checking for close
occurrence of other query terms and skipping repetitions of
the same term. This algorithm benefits from the sorted posi-
tion entries in the inverted list used to index the underlying
collection and quickly locate terms.
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Query Coverage Questions Documents # Precision Precision
type C@100 Covered Correct Documents P@100 P@20

Okapi BM25
+ AQUAINT 0.903 327 5,368 36,200 0.1483 0.2381

Okapi BM25
+ Terabyte 0.887 319 9,146 34,738 0.2633 0.3229

Table 1: Effectiveness of the document retrieval in the initial set

4. LEXICAL AFFINITIES REPLACEMENT
METHOD

In explicit query expansion, new terms are added to the
original query in order to prevent the loss of the related con-
cept to missing original query term. For instance, in stem-
ming, an occurrence of inflected form of a query term is to
be accepted as its own. The replacement method presented
here was introduced by Terra and Clarke [17]. It does not
use any additional term if the original query terms are in
the passage. If an original query term is missing then a new
term is used. All the terms in the passage have their lexical
affinity with the missing term computed and the term with
the highest affinity is chosen to replace the missing term.
This modified passage retrieval only considers the whole

query Q since every extent has a representative for miss-
ing query terms and uses the degree of affinity between the
missing query term and its representative to adjust the scor-
ing function of the original method. We make a simplifying
assumption that a sequence of terms containing the term t
also have a co-occurrence of t and itself, i.e. pt,t = pt. If
the term t is not in the document a replacement term r will
be used. The weight of the replacement is the conditional
probability pt|r, which is calculated by estimating the max-
imum likelihood for pr from the corpus and estimating the
joint probability by

pt,r = fr,t/N
′

where fr,t is the joint frequency and N ′ is the total number
of pairs considered for the joint frequency in the corpus.
We take a winner-takes-it-all approach and choose the

best r in the extent,

argmax
r∈(u,v)

pt|r

Finally, the modified version of equation 1 using replace-
ments is given by

X

ti∈Q

log(N/fti) · pti|r − |Q| log(l) (2)

We should note that since every extent has a representa-
tive for a query term, we can make arbitrary decisions on the
extent size. This creates a trade-off between extent size and
replacement quality. On the other hand, the fact that any
extent can have a representative does not allow us to use the
efficient algorithm existing for the original method. Instead
of selecting the extent in sub-linear time complexity (log of
the corpus size) as the original method, our approximation
extracts the passages in linear time.
This method can be considered a query expansion tech-

nique but not a traditional explicit expansion where new

terms are added prior to the query execution. It is neither
a pseudo-relevance feedback since there is not an initial re-
trieval stage from which new terms are added to the query.
The replacement of missing terms is done while executing
the query, by finding replacements when scoring each pas-
sage.

5. COMPUTING LEXICAL AFFINITIES
To compute lexical affinity, we use the approach used by

Terra and Clarke [17]. For lexical affinity the pointwise mu-
tual information (PMI) is used to score relatedness between
pairs of terms.

PMI(w1, w2) = log
Pw1,w2

Pw1Pw2
(3)

The reason for choosing PMI is twofold [17]. First, it was
demonstrated to be effective for language phenomena [18].
Second, it has a relationship with the inverse collection fre-
quency —icf (or idf if document frequencies are used) . This
relationship comes from the assumption that Pw,w = Pw,
thus

PMI(w, w) = log
Pw,w

Pw·Pw

= log Pw

Pw·Pw

= −log Pw

= icfw

(4)

In the case of the pair of words w1 and w2, the maximum
value for the pointwise mutual information is bounded by
PMI(w1, w2) ≤ icfw1 and PMI(w1, w2) ≤ icfw2. This can
be easily verified since the PMI formula has maximum value
when the joint probability is equal to the smallest marginal
(if marginals are different). Therefore, we can use icf to
normalize the PMI for a given word we want to replace

CondPMI(w1, w2) =
log (Pw1,w2)/(Pw1 · Pw2)

log (1)/(Pw1)
(5)

which is monotonic to

(Pw1,w2)/(Pw1 · Pw2)

1/Pw1
= Pw1|w2

Thus, if we fix one word, in this case the missing query
term, we can rank the affinity of remaining words of the
passage. Since the goal is to find a replacement for one
query term at each time, the denominator of the equation 5
is fixed for every replacement. We should note that there is
a problem with the normalization in the conditional PMI.
The problem occurs when PMI is negative, in which case we
just set it to zero. Setting the negative value to zero could be
avoided if we offset both icf and PMI by the minimal PMI
value. We ignore negative PMI and set its value to zero,
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thus we use a self-regulated cut-off for the minimal value
for a conditional PMI. We assume that any word in the
document with a negative PMI with respect to the missing
query term is not a good candidate for replacement.
For estimation of Pw1,w2 use the maximum likelihood :

Pw1,w2 = fw1,w2/N
′ (6)

where the joint-frequency f(w1, w2) is the number of the co-
occurrences of w1 and w2 at distances ranging from four to
40 words apart. The lower cut-off prevents phrasal relation-
ships (e.g. if the term “New” is a query term but “York”
is not, then the latter is probably not a good replacement
for the first). As most of the co-occurrences of “New” and
“York” happen at distance one, then this cut-off will avoid
this bias for pairs in the same phrase. Terra and Clarke [18]
showed that windows of 32 words are a good setting for an
upper bound on the distance. Our upper cut-off was arbi-
trarily set close to it (40). The value of N ′ is the size of the
window times the corpus size (36 ·N).

6. QUERY FORMULATION STRATEGIES
To compare the lexical affinities replacement method with

query formulation we created a series of queries using some
common strategies. For all of them we perform stop word
exclusion.

• Bag-of-Words

This is one of the most common forms to specify a
query. In particular the vector space, probabilistic and
many language models employ this strategy to gener-
ate queries. In the scope of QA, the query is comprised
of the question terms and the order in which terms are
specified is not important. The query terms are con-
sidered to be independent from each other.

• Stemming (Bag+Stem)

A common strategy in information retrieval is to apply
a stemmer to the query terms. The intuition is that
using the word stem, and not the original form from
the question, will help overcome mismatching vocab-
ulary problems. These queries are comprised of the
question terms with stemming. The collection index
contains both the stem and original forms.

• Boolean conjunction (Bool)

To ensure that all questions terms are present in the
query, some QA systems use the boolean expressions [1,
14, 15, 20]. Our boolean queries are a conjunction of
the question terms after stop words exclusion.

• Quotes

In these queries we keep the original quotes when sup-
plied in the question, e.g.,What country is know as
the ”Land of the Rising Sun?”. For the purpose of
retrieval, these quotations are treated as phrases and
their constituent words are not used in query other
than in the phrasal component. The remaining of the
question words (not stop words) are used as in the
bag-of-words approach.

• Quotes plus Noun Phrases (Phrases)

To further investigate phrases in our passage retrieval
method we explore noun phrases in the questions that
are not part of quotes. The words in the questions
were tagged using a standard POS tagger and adja-
cent pairs were concatenated if the sequence matches
one of the following : 1) adjective followed by noun;
2) a non-proper noun followed by any noun; 3) foreign
word followed by any noun; 4) any noun followed by a
foreign word; 5) proper-noun followed by proper noun;
and 5) numeral followed by any noun. Quotations were
kept from the question. We must note that the POS
tagger sometimes fails but that does not happen of-
ten, e.g. How/WRB did/VBD Jerry/NNP Gar-
cia/NNP Die/NNP ? where the main verb is tagged
as a proper noun.

• Verb expansion (VE)

The Waterloo’s MultiText QA system of TREC ex-
panded verbs as a way to improve effectiveness [6].
We use a probabilistic version of Earley’s parser and a
grammar created to handle QA questions. Each reg-
ular verb is stemmed and all irregular verbs are ex-
panded. Bilotti et al. [1] expanded verbs, along with
other expansions, in a “conjunction of disjunction”
boolean queries (query terms are ANDed and expan-
sion for individual terms are ORed).

• Verb expansion plus Quotes (VE+Quotes)

These queries have both expanded verbs and quotes
from the original questions. These components, along
with some heuristics expansions such as expanding “U.S”
to (“U.S” or “United States”), form queries used in our
last TREC-QA participations. The heuristics expan-
sions were removed in the experiments reported here,
leaving only verb expansion and quotes as phrases.

7. RESULTS AND DISCUSSION
We evaluate the performance of the different query formu-

lation strategies in passage retrieval using TREC 2003 QA
test set. We focus on the 413 factoid questions from which
we use the 362 that have available regular expression pat-
terns, created from all submissions after human judgments
were done. These patterns can be used in a script to perform
automatic assessments, called lenient in TREC, as opposed
to human judgments, called strict in TREC. Two target cor-
pora were used. The official TREC corpus — AQUAINT
— and a terabyte collection [4, 17, 3, 18].
The replacement weights were all extracted from the ter-

abyte corpus, using MLE, as discussed in Section 5. How-
ever, it is interesting to note that using a window of larger
size increases the chance of observing co-occurrence and,
along with proper normalization, this can be viewed as a
sort of smoothing [16].
To measure effectiveness of the passage retrieval with the

different strategies we calculated the coverage, the percent-
age of the 362 questions where at least one retrieved pas-
sage containing the answer at 20 documents (C@20), the
same metric used by Tellex et al. [15] and Roberts and

14



Query Coverage Questions Passages # Precision
type C@20 Covered Correct Passages P@20

Bag of words 0.738 267 1269 7240 0.1753

Bag+stem 0.710 257 1251 7240 0.1728

Boolean (bool) 0.483 175 669 3787 0.1767

Quotes 0.735 266 1261 7240 0.1742

Quotes+phrases 0.669 242 1076 7032 0.1530

Verb expansion (VE) 0.746 270 1223 7240 0.1689

VE +quotes 0.749 271 1226 7240 0.1693

Replacement 0.749 271 1412 7240 0.1950

Table 2: Passage Retrieval from top 100 okapi documents in the AQUAINT Corpus

Query Coverage Questions Passages # Precision
type C@20 Covered Correct Passages P@20

Bag of words 0.751 272 1894 7240 0.2616

Bag+stem 0.735 266 1835 7240 0.2535

Boolean (bool) 0.702 254 1474 5640 0.2613

Quotes 0.754 273 1891 7240 0.2612

Quotes+phrases 0.718 260 1681 7090 0.2371

Verb expansion (VE) 0.785 284 1877 7240 0.2593

VE +quotes 0.785 284 1899 7240 0.2623

Replacements 0.757 274 2033 7240 0.2808

Table 3: Passage Retrieval from top 100 okapi documents in the Terabyte Corpus

Gaizauskas [13]. We also used precision at 20 documents
(P@20).
To restrict the passage selection we first retrieve a set of

documents, using Okapi BM25, to which we apply all the
query formulations and the replacement method. As such,
the effectiveness of the passage selection is bounded by the
original effectiveness of the document retrieval on the two
collections, as presented in Table 1. The number of ques-
tions covered using the different collections is similar, a little
bit higher in the AQUAINT collection but the precision is
higher in the terabyte collection, as reported at 100 docu-
ments used in the initial retrieval. The same pattern occur
at 20 documents.
The different strategies for explicit expansion and the lexi-

cal affinity replacement method were then applied to the 100
documents in each question to select the best 20 passages.
For each query formulation a single passage is extracted from
each document using equation 1. The same procedure is ex-
ecuted for the replacement method: one passage per docu-
ment, passages scored by equation 2. While the matching
span of a query is variable in the passage retrieval method
used here, we extend all the returned passages to be 170
words long, roughly 1000 bytes-long and one quarter of the
document average size.
The results of the passage selection in the AQUAINT

corpus are shown in Table 2. Both verb expansion and the
replacement methods cover the highest number of questions.
In precision at 20 passages the replacement method is bet-
ter: the difference with any other query formulation is statis-
tically significant at 99% significance level using Wilcoxon
signed rank test, as shown in Table 4. For the Terabyte
corpus the results are shown in Table 3. Once again, the
verb expansion strategies yield better coverage. The replace-

ment method is worse than verb expansion in coverage but
it is again the best in precision, with the differences between
the replacement and other methods, with exception of the
boolean queries, being statistically significant at 99% using
Wilcoxon signed rank test. It is interesting to note that
the trends in coverage are maintained across the two col-
lections: poor performance of boolean queries and phrases.
Also, stemming seems to harm more than help in precision,
contradicting Monz [11] and in accordance with Bilotti et
al. [1], although the metrics used here are different.
From all the strategies, the use of phrases has the worst

outcome. Phrases can be decomposable or undecompos-
able [8]. The decomposable ones can be rewritten in dif-
ferent forms and, as consequence, be absent from some rel-
evant passages, which we can call “mismatching decompos-
able phrases problem”. This outcome can also be explained
by fact that the scoring function used is designed to handle
individual terms in order to address the bag-of-word ap-
proach and by assuming independence among query terms.
The same is not observed when using quotes, since quotes
are important as specified and tend not be rewritten, i.e.
they are undecomposable phrases. Verb expansion consis-
tently improves coverage but results in precision at 20 are
mixed, mostly not statistically significant when compared
to other query formulation strategies but the lexical affinity
replacement method.
Boolean queries in conjunctive form are more restrictive:

fewer passages are retrieved when these queries are used.
This reduction helps final precision since every correct pas-
sage will have a greater impact. The coverage of boolean
queries is smaller, a result of the reduced number of passage
(i.e. less chance to cover questions). These findings sug-
gest an explanation for the successful adoption of boolean
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p-values Bag+stem Boolean Quotes Phrases VE VE+Quotes Replacement

Bag of words 0.2096 0.1287 0.1003 2.76E-005 0.1632 0.1634 0.0003

Bag+stem - 0.3234 0.3864 0.0148 0.9305 0.9258 1.29E-005

Boolean (bool) - 0.1568 0.8451 0.4246 0.4067 0.0014

Quotes - 8.90E-005 0.3033 0.3109 7.51E-005

Quotes+phrases - 0.0086 0.0104 2.78E-009

Verb expansion (VE) - 1.0000 1.69E-005

VE +quotes - 1.91E-005

Table 4: p-values for p@20 pairwise Wilcoxon signed rank test - AQUAINT

p-values Bag+stem Boolean Quotes Phrases VE VE+Quotes Replacement

Bag of words 0.0283 0.6338 0.5062 0.0001 0.8277 0.9937 0.0005

Bag+stem - 0.1358 0.0354 0.1455 0.1474 0.1078 1.43E-006

Boolean (bool) - 0.6657 0.0060 0.4872 0.5710 0.0540

Quotes - 2.96E-005 0.8786 0.9336 0.0010

Quotes+phrases - 0.0037 0.0007 1.80E-008

Verb expansion(VE) - 0.2839 0.0013

VE +quotes - 0.0031

Table 5: p-values for p@20 pairwise Wilcoxon signed rank test - Terabyte

queries, used in multiple iterations, in some QA systems [1,
10, 14, 15, 20]. Nonetheless, it is arguable that a QA sys-
tem that can take advantage of the redundancy [5, 2] to find
answers to questions would benefit from a large number of
passages, in particular if the precision is at the same level
or higher, as delivered by the lexical affinities replacement
method. In fact, since the replacement method guarantees
that exactly one representative for each query term is always
present, we can view this method as performing a boolean
conjunctive query of the original terms, either by themselves
or through a proxy.

8. CONCLUSIONS
We compare different query formulation strategies and a

lexical affinity replacement method in passage retrieval in
the context of QA. We used lexical affinities to identify re-
placements for missing query terms while scoring passages.
The replacement term weight is adjusted by its affinity with
the missing one. This term replacement method produced
consistent and significant improvements in precision in com-
parison with other query strategies. In terms of coverage,
the replacement method has not outperformed query for-
mulations, in particular verb expansion, which may suggest
that a combination of verb expansion and the replacement
method may produce both better coverage and precision.
Our findings on phrases mirror the results of other works [8].
In particular, quotations are undecomposable phrases and
must be used as they appear in the questions. Further in-
vestigation on decomposable phrases as suggested by Spark-
Jones [8], with different scoring for phrases and individual
terms may also improve effectiveness. In particular, these
phrases can have their degree of lexical affinity taken into
account in a modified scoring function.
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ABSTRACT
Lexical cohesion is a property of text, achieved through lexical-
semantic relations between words in text. Most information
retrieval systems make use of lexical relations in text only to a
limited extent.  In this paper we empirically investigate whether
the degree of lexical cohesion between the contexts of query
terms' occurrences in a document is related to its relevance to the
query. Experiments suggest significant differences between the
lexical cohesion in relevant and non-relevant document sets exist.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: search process

General Terms
Experimentation, Theory.

Keywords
Lexical cohesion, Information Retrieval, Relevance, Collocation.

1. INTRODUCTION
Word instances in text depend to various degrees on each other
for the realisation of their meaning. For example, closed-class
words (such as pronouns or prepositions) rely entirely on their
surrounding words to realise their meaning, while open-class
words, having meaning of their own, rely on other open-class
words in the document to realise their contextual meaning. As we
read, we process the meaning of each word we see in the context
of the meanings of the preceding words in text, thus relying on the
lexical-semantic relations between words to understand it.
Lexical-semantic relations between open-class words form the
lexical cohesion of text, which helps us perceive text as a
continuous entity, rather than as a set of unrelated sentences.

Lexical cohesion is a major characteristic of natural language
texts, which is achieved through semantic connectedness between
words in text, and expresses continuity between the parts of text
[1]. Lexical cohesion is not the same throughout the text.
Segments of text which are about the same or similar subjects
(topics) have higher lexical cohesion, i.e. share a larger number of
semantically-related or repeating words, than unrelated segments.

In this paper we investigate the lexical cohesion property of texts,
specifically, whether there is a relationship between relevance and
lexical cohesion between query terms in documents. We also
report preliminary experiments to investigate whether lexical
cohesion property of texts can be useful in helping IR systems to
predict the likelihood of a document's relevance. From a linguistic
point of view, the main problem in ad-hoc IR can be seen as

matching two imperfect textual representations of meaning: a
query, representing user's information need, and a document,
representing author's intention. Obviously, the fact that a
document and a query have matching words does not mean that
they have similar meanings. For example, query terms may occur
in semantically unrelated parts of text, talking about different
subjects. Intuitively, it seems plausible that if we take into
consideration lexical-semantic relatedness of the contexts of
different query terms in a document, we may have more evidence
to predict the likelihood of the document's relevance to the query.
This paper sets to empirically investigate this idea.

We hypothesise that relevant documents tend to have a higher
level of lexical cohesion between different query terms' contexts
than non-relevant documents. This hypothesis is based on the
following premise: In a relevant document, all query terms are
likely to be used in related contexts, which tend to share many
semantically-related words. In a non-relevant document, query
terms are less likely to occur in related contexts, and hence share
fewer semantically-related words.

The goal of this study is to explore whether the level of lexical
cohesion between different query terms in a document can be
linked to the document’s relevance property, and if so, whether it
can be used to predict the document’s relevance to the query.
Initially we formulated a hypothesis to investigate whether there is
a statistically significant relation between two document
properties – its relevance to a query and lexical cohesion between
the contexts of different query terms occurring in it.

Hypothesis 1: There exists statistically significant
association between the level of lexical cohesion of the query
terms' contexts in documents and relevance.

We conducted a series of experiments to test the above
hypothesis. The results of the experiments show that there is a
statistically significant association between the lexical cohesion of
query terms in documents and their relevance to the query. This
result suggested the next step of our investigation: evaluation of
the usefulness of lexical cohesion in predicting documents’
relevance. We hypothesised that re-ranking document sets
retrieved in response to the user’s query by the documents’ lexical
cohesion property can yield better performance results than a
term-based document ranking technique:

Hypothesis 2: Ranking of a document set by lexical
cohesion scores results in significant performance improvement
over term-based document ranking techniques.

The rest of the paper is organised as follows: in the next section
we discuss the concept of lexical cohesion and review related
work in detail; in section 3 we present the experiments comparing
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the degrees of lexical cohesion between sample sets of relevant
and non-relevant documents; in section 4 we describe experiments
studying the use of lexical cohesion in document ranking; finally,
section 5 concludes the paper and provides suggestions for future
work.

2. LEXICAL COHESION IN TEXT
Halliday and Hasan introduced the concept of 'textual' or 'text-
forming' property of the linguistic system, which they define as a
"set of resources in a language whose semantic function is that of
expressing relationship to the environment" [1, p.299]. They
claim that it is the meaning realised through text-forming
resources of the language that creates text, and distinguishes it
from the unconnected sequences of sentences. They refer to text
forming resources in language by the broad term of cohesion. The
continuity created by cohesion consists in "expressing at each
stage in the discourse the points of contact with what has gone
before" [1, p.299]. There are two major types of cohesion: (1)
grammatical, realised through grammatical structures, and
consisting of the cohesion categories of reference, substitution,
ellipsis and conjunction; and (2) lexical cohesion, realised
through lexis [1]. Halliday and Hasan distinguished two broad
categories of lexical cohesion: reiteration and collocation.
Reiteration, as defined in [1], refers to a broad range of relations
between a lexical item and another word occurring before it in
text, where the second lexical item can be an exact repetition of
the first, a general word, its synonym or near-synonym or its
superordinate. As for the second category – collocation, Halliday
and Hasan understand that this is a relationship between lexical
items that occur in the same environment, but they fail to
formulate a more precise definition.
Later, some linguists narrowed down the meaning of collocation
to refer only to restricted type of collocations, whose meaning
cannot be completely derived from the meaning of their elements.
For example Manning and Schütze [2] defined collocation as
grammatically bound elements occurring in a certain order which
are characterised by limited compositionality, i.e. the
impossibility of deriving the meaning of the total from the
meanings of its parts.
We recognise two major types of collocation:
1. Collocation due to lexical-grammatical or habitual

restrictions. These restrictions limit the choice of words that
can be used in the same grammatical structures with the word
in question.  Collocations of this type occur within short
spans, i.e. within the bounds of a syntactic structure, such as
a noun phrase, (e.g. “rancid butter”, “white coffee”, “mad
cow disease”).

2. Collocation due to a typical occurrence of a word in a certain
thematic environment: two words hold a certain lexical-
semantic relation, i.e. their meanings are close semantically,
therefore they tend to occur in the same topics in texts.
Beeferman et al. experimentally determined that long-span
collocation effects can extend in text up to 300 words [3].
Vechtomova et al. report examples of long span collocates
identified using the Z-score such as “environment–
pollution”, “gene–protein” [4].

Hoey [5] gave a different classification of lexical cohesive
relationships under a broad heading of repetition: (1) simple
lexical repetition, (2) Complex lexical repetition, (3) Simple

partial paraphrase, (4) Simple mutual paraphrase, (5) Complex
paraphrase, (6) Superordinate, hyponymic and co-reference
repetition.
In this work we investigate the relationship between relevance and
the level of lexical cohesion among query terms based on the
simple lexical repetition of their long span collocates.

2.1 LEXICAL LINKS AND CHAINS
A single instance of a lexical cohesive relationship between two
words is usually referred to as a lexical link [5, 6, 7, 8]. Lexical
cohesion in text is normally realised through sequences of linked
words – lexical chains. The term 'chain' was first introduced by
Halliday and Hasan [1] to denote a relation where an element
refers to an earlier element, which in turn refers to an earlier
element and so on.
Morris and Hirst [6] define lexical chains as sequences of related
words, which have distance relations between them. One of the
prerequisites for the linked words to be considered units of a
chain is that they should co-occur within a certain span. Hoey [5]
suggested using only information derivable from text to locate
links in text, Morris and Hirst used Roget's thesaurus in
identifying lexical chains. Morris and Hirst’s algorithm was later
implemented for various tasks: IR [9], text segmentation [10] and
summarisation [11].

2.2 LEXICAL BONDS
Hoey [5] pointed that text cohesion is built not only of links
between words, but also of semantic relationships between
sentences. He argued that if sentences are not related as whole
units, even though there are some lexically linked words found in
them, they are no more than a disintegrated sequence of sentences
sharing a lexical context. He emphasised that it is important to
interpret cohesion by taking into account the sentences where it is
realised. For example, two sentences in text can enter the relation,
where the second one exemplifies the statement expressed in the
previous sentence. Sentences do not have to be adjacent to be
related, and lexical cohesive relation can connect several
sentences.
A cohesive relation between sentences was termed by Hoey as a
lexical bond. He defines a bond between sentences as a sufficient
number of lexical links between them. The number of lexical links
the sentences must have to be bonded is a relative parameter,
according to Hoey, depending indirectly on the relative length and
the lexical density of the sentences. Hoey argues that an empirical
method for estimating a minimum number of links the sentences
need to have to form a bond must rely on the proportion of
sentence pairs that form bonds in text. If the proportion of
sentences linked by any given number of links is too high, then it
is important to increase the cut-off point, until the degree of
connection is not above average. In practice two or three links are
considered sufficient to constitute a bond between a pair of
sentences.
It is notable that in Hoey's experiments, only 20% of bonded
sentences were adjacent pairs. Analysing non-adjacent sentences,
Hoey made and proved two claims about the meaning of bonds.
The first claim is that bonds between sentences are indicators of
semantic relatedness between sentences, which is more than the
sum of relations between linked words. The second claim is that a
large number of bonded sentences are intelligible without
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recourse to the rest of the text, as they are coherent and can be
interpreted on their own [5].

3. COMPARISON OF RELEVANT AND
NON-RELEVANT SETS BY THE LEVEL
OF LEXICAL COHESION
3.1 EXPERIMENTAL DESIGN
Our method of estimating the level of lexical cohesion between
query terms was inspired by Hoey’s method [5] of identifying
lexical bonds between sentences. There is, however, a substantial
difference between the aims of these two methods. Sentence
bonds analysis is aimed at finding semantically related sentences.
Our method is aimed at predicting whether query terms occurring
in a document are semantically related, and measuring the level of
such relatedness.
In both methods the similarity of local context environments is
compared: in our method – fixed-size windows around query
terms; in Hoey’s method – sentences. Hoey’s method identifies
semantic relatedness between sentences in a text, whereas the
objective of our method is to determine the semantic similarity of
the contextual environments, i.e., collocates, of different query
terms in a document.
To determine semantic similarity of the contextual environments
of query terms we combine all windows for one query term,
building a merged window for it. Each query term’s merged
window represents its contextual environment in the document.
We then determine the level of lexical cohesion between the
contextual environments of query terms. We experimented with
two methods to determine the level of lexical cohesion between
different query terms: (a) How many lexical links connect them,
and (b) How many types they have in common. Each document is
then assigned a lexical cohesion score (LCS), based on the level
of lexical cohesion between different query terms’ contexts.
In more detail, the algorithm for building merged windows for a
query term is as follows: Fixed-size windows are identified
around every instance of a query term in a document. A window is
defined as n number of stemmed1 non-stopwords to the left and
right of the query term. We refer to all stemmed non-stopwords
extracted from each window surrounding a query term as its
collocates. In our experiments different window sizes were tested:
10, 20 and 40. These window sizes are large enough to capture
collocates related topically, rather than syntactically.

Figure 1: Overlapping windows around query terms x and y.
In this windowing technique we can encounter a situation where
windows of two different query terms overlap. In such a case, we
run into the following problem: let us assume that query terms x
and y have overlapping windows and, hence, both are considered
to collocate with term a (see Figure 1). We could simply add this
instance of the term a into the merged windows of both x and y.
                                                                
1 We used the weak stemming function in Okapi.

However, when we compare these two merged windows, we
would count this instance of a as a common term between them.
This would be wrong, for we refer to the same instance of a, as
opposed to a genuine lexical link by two different instances of a.
Our solution to this problem is to attribute each instance of a word
in an overlapping window to only one query term (node) – the
nearest one.   

3.1.1 ESTIMATING SIMILARITY BETWEEN THE
QUERY TERMS’ CONTEXTS
After merged windows for all query terms in a document are built,
the next step is to estimate their similarity by the collocates they
have in common. We do pairwise comparisons between query
terms, using the following two methods:

Method 1: Comparison by the number of lexical links they have.
Method 2: Comparison by the number of types they have in
common.

3.1.1.1 METHOD 1
The first method takes into account how many instances of
common collocates each query term has. In Figure 2, the first
column contains collocates in the merged window of the query
term x, the second column contains collocates in the merged
window of the query term y. The lines between instances of the
common collocates in the figure represent lexical links.

Figure 2: Links between instances of common collocates in
merged windows of query terms x and y.

In this example there are altogether 6 links. If there are more than
2 query terms in a document, a comparison of each pair is done.
The number of links are recorded for each pair, and summed up to
find the total number of links in the document.
In our experiments, we only counted links formed by simple
lexical repetition. We recognise that semantic similarity between
contexts of terms might be more accurately estimated if we take
into account other lexical-semantic relations between words, for
example hyponymy, hypernymy, synonymy, etc. This would,
require recourse to dictionaries and thesauri, such as WordNet.
We plan to extend our work using such resources in the future.
A document’s lexical cohesion score, calculated using method 1,
will be referred to as LCSlinks. To compare the scores across
documents we need to normalise the total number of links in a
document by the total size of all merged windows in a document.
The normalised LCSlinks score is:

Collocates of query
term x:

Collocates of query
term y:

a

b

c

a

b

d

e

f

a

f

b

a

  x             a               y

window of x
window of y
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where:
L – the total number of lexical links in a document;
V – the size (in words) of all merged windows in a document,

excluding stopwords.

3.1.1.2 METHOD 2
In method 2 no account is taken of the number of common
collocate instances each query term co-occurs with. Instead only
the number of common types between each pair of merged
windows is counted.
Comparison of merged windows in Figure 2 will return 2 types
that they have in common: a and b. Again, if there are more than 2
query terms, a pairwise comparison is done. For each document
we record the number of types common between each pair of
merged windows, and sum them up.
 A document’s lexical cohesion score estimated using this method
is LCStypes, and is calculated by normalising the total number of
common types by the total number of types in the merged
windows in a document:

Where:
T – the total number of common types in a document;
U – the total number of types in all merged windows in a

document.

3.2 CONSTRUCTION OF SETS OF RELEVANT
AND NON-RELEVANT DOCUMENTS
To test the hypothesis that lexical cohesion between query terms
in a document is related to a document’s property of relevance to
the query, we calculated average lexical cohesion scores for sets
of relevant and non-relevant documents.
We conducted our experiments on two datasets:
1) A subset of the TREC ad-hoc track dataset: FT 962 database,

containing 210,158 Financial Times news articles from 1991
to 1994, and 50 ad-hoc topics (251 – 300) from TREC-5. We
will refer to this dataset in this paper as "FT".

2) The HARD track dataset of TREC-12: 652,710 documents
from 8 newswire newswire corpora (New York Times,
Associated Press Worldstream and Xinghua English, among
others), and 50 topics (401-450). This dataset will be referred
to as "HARD".

Short queries were created from all non-stopword terms in the
‘Title’ fields of TREC topics. Such requests are similar to the
queries that are frequently submitted by average users in practice.
The queries were run in the Okapi IR system using BM25
document ranking function to retrieve top N documents for
analysis. BM25 is based on the Robertson & Spärck-Jones
probabilistic model of retrieval [12]. The sets of relevant and
                                                                
2 TREC research collection, volume 4.

nonrelevant documents are then built using TREC relevance
judgements for the top N documents retrieved.
We need to ascertain that the difference between the average
lexical cohesion scores in the relevant and non-relevant document
sets is not affected by the difference between the average BM25
document matching scores. To achieve this we need to build the
relevant and non-relevant sets, which have similar mean and
standard deviation of BM25 scores for each topic. This is
achieved as follows: first all documents among the top N BM25-
ranked documents are marked as relevant and non-relevant using
TREC relevance judgements. Then each time a relevant document
is found it is added to the relevant set and the nearest scoring non-
relevant document is added to the non-relevant set. After the sets
are composed, the mean and standard deviation of BM25
document matching scores are calculated for each topic in the
relevant and non-relevant sets. If there is a significant difference
between the mean and standard deviation in the two sets for a
particular topic, then the sets are edited by changing some
documents until the difference is minimal. We will refer to the
relevant and non-relevant document sets constructed using this
technique as aligned sets.
We created two pairs of aligned sets for FT and HARD corpora:
using the top 100 BM25-ranked documents and using the top
1000 BM25-ranked documents. The sets and their sizes are
presented in Table 1.
Table 1: Statistics of the aligned relevant and nonrelevant sets.

FT HARD
Data set

Relevant Non-
relevant Relevant Non-

relevant
Top100
Number of documents 176 176 600 600
Mean BM25 document
score 13.350 13.230 13.939 13.674

Stdev BM25 document
score 2.200 1.905 4.254 3.864

Top1000
Number of documents 268 268 1897 1897
Mean BM25 document
score 11.515 11.472 11.306 11.219

Stdev BM25 document
score 2.502 2.375 3.519 3.311

Comparison between the corresponding relevant and non-relevant
sets was done by average lexical cohesion score, which was
calculated as:

where:
LCSi – lexical cohesion score of ith document in the set,

calculated using either formula (1), or (2) above.
S – number of documents in the set.
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3.3 ANALYSIS OF RESULTS
Comparisons of pairs of relevant and non-relevant aligned sets
derived from 100 and 1000 BM25-ranked documents showed
large differences between the sets on some measures (Table 2). In
particular, average Lexical Cohesion Scores of the relevant and
non-relevant documents selected from the top 1000 BM25-ranked
document sets, calculated using the Links method (LCSlinks) have
statistically significant differences (Wilcoxon3 test at 0.05
significance level). Average LCStypes are also significantly
different in most of the experiments.

Table 2: Difference between the aligned relevant and non-
relevant sets (FT dataset)

Method Window Rel Nonrel Difference
(%)

Wilcoxon
P(2-tail)

Significant

FT, Top 1000
Links 10 0.097 0.076 28.795 0.025 Y
Links 20 0.151 0.119 26.727 0.002 Y
Links 40 0.197 0.165 19.868 0.008 Y
Types 10 0.056 0.043 30.454 0.009 Y
Types 20 0.071 0.057 24.733 0.001 Y
Types 40 0.082 0.071 14.333 0.031 Y
FT, Top 100
Links 10 0.091 0.069 31.562 0.061 N
Links 20 0.144 0.109 32.703 0.001 Y
Links 40 0.187 0.146 28.016 0.001 Y
Types 10 0.048 0.036 33.920 0.024 Y
Types 20 0.063 0.047 32.928 0.001 Y
Types 40 0.074 0.061 21.010 0.005 Y
HARD, Top
1000
Links 10 0.090 0.074 21.39 0.000 Y
Links 20 0.145 0.122 15.76 0.000 Y
Links 40 0.195 0.166 17.49 0.000 Y
Types 10 0.053 0.050 7.17 0.003 Y
Types 20 0.071 0.069 2.65 0.167 N
Types 40 0.086 0.084 1.36 0.387 N
HARD, Top
100
Links 10 0.102 0.089 15.66 0.032 Y
Links 20 0.167 0.143 16.68 0.003 Y
Links 40 0.218 0.188 16.24 0.000 Y
Types 10 0.059 0.054 9.01 0.087 N
Types 20 0.080 0.075 5.91 0.175 N
Types 40 0.095 0.091 4.32 0.105 N

The first method of comparison by counting the number of links
between merged windows appears to be somewhat better than the
second method of comparison by types. This suggests that the
density of repetition of common collocates in the contextual
environments of query terms offers some extra relevance
discriminating information.

To investigate other possible differences between the documents
in the relevant and non-relevant sets, we have calculated various
document statistics (Table 3). In both FT and HARD document
collections the relevant documents, on average are longer, have
more query term occurrences, and consequently have more
collocates per query term. The latter finding is interesting, given

                                                                
3 The distribution of the data is non-Gaussian.

that we selected relevant and non-relevant document pairs with
the similar BM25 scores. However, BM25 scores do not depend
on query term occurrences only. A number of other factors affect
BM25 score: a) document length; b) idf weights of the query
terms; c) non-linear within-document term frequency function
which progressively reduces the contribution made by the
repeating occurrences of a query term to the document score, on
the assumption of verbosity4.

Table 3: Averaged document characteristics (FT and HARD
document sets created from top1000 documents)

Rel Nonrel Difference
(%)

t-test
P

FT (Top 1000)
Ave. number of collocate tokens
per query term 95.900 71.331 34.444 0.000

Ave. query term instances 11.704 8.719 34.230 0.000

Ave. document length 332.012 224.658 47.786 0.000

Ave. distance between query terms 19.444 14.976 29.832 0.027
Ave shortest distance between
query terms 6.533 4.617 41.498 0.085

HARD (Top 1000)
Ave. number of collocate tokens
per query term 86.848 66.561 30.479 0.000

Ave. query term instances 11.297 8.693 29.962 0.000

Ave. document length 282.740 220.419 28.274 0.000

Ave. distance between query terms 18.077 17.705 2.099 0.633
Ave shortest distance between
query terms 6.164 7.113 15.389 0.091

An interesting, though somewhat counter-intuitive, finding is the
average distance between query term instances, which is
significantly longer in relevant documents. To calculate the
average distance between query terms, we take all possible pairs
of different query term instances, and for each pair find the
shortest matching strings, using the cgrep program [13]. The
shortest matching string is a stretch of text between two different
query terms (say, x and y) that do not contain any other query term
instance of the same type as either of the query terms (i.e., x or y).
Once the shortest matching strings are extracted for each pair of
query terms, the distances between them are calculated (as the
number of non-stopwords) and averaged over the total number of
pairs. The closer the query terms occur to each other, the more
their windows overlap, and hence the fewer collocates they have.
In the nonrelevant documents query terms occur on average closer
to each other (Table 3), which may contribute to the fact that they
have fewer collocates. Longer distances between query terms in
the relevant documents may be explained by the higher document
length values in the relevant set, compared to the nonrelevant set.
Another statistic, average shortest distance between query terms,
is calculated by finding the shortest matching string for each
distinct query term combination. In this case, only one value, the
shortest distance between each distinct pair, is returned. The
shortest distances of all distinct pairs are then summed and
                                                                
4 The term frequency effect can be adjusted in BM25 by means of

the tuning constant k1. In our experiments we used k1=1.2,
which showed optimal performance on TREC data [12]. This
chosen value means that repeating occurrences of query terms
contribute progressively less to the document score.
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averaged. As Table 3 shows, this value is larger in the relevant
documents than in the nonrelevant in the FT corpus, and smaller
in the HARD corpus. The differences are not statistically
significant, though.
The above analysis clearly shows that relevant documents are
longer and have more query term occurrences. So, could any of
these factors possibly be the reason for the higher average Lexical
Cohesion Scores in relevant documents? As instances of the
original query terms can be collocates of each other, and form
links between the collocational contexts of each other or other
query terms, we need to find out what is the number of link-
forming collocates (i.e. those which form links with collocates of
other query terms), which are not query terms themselves. The
following hypothesis was formulated to investigate this
possibility:

Hypothesis 1.1: Collocational environments of different query
terms are more cohesive in the relevant documents than in the
nonrelevant, and this difference is not due to the larger number of
query terms.

To investigate the above hypothesis, we counted in each
document the total number of link-forming collocate instances
(excluding the query terms) and normalised this count by the total
number of all collocates in the windows of all query term
instances. We refer to the normalised link-forming collocate count
per document as link_cols, and the total number of collocates of
query terms in the document as total_cols. The data (Table 4)
shows that there exist large differences between the relevant and
nonrelevant sets. Seven out of twelve experiments demonstrate
statistically significant differences. This indicates that the contexts
of different query terms in the relevant documents on average are
more cohesive than in the non-relevant documents, and that this
difference is not due to the higher number of query term instances.
The fact that we normalise the count by the total number of
collocates of query terms in the document eliminates the
possibility of larger collocate numbers affecting this difference.

Table 4: Average number of link-forming collocates (excluding
original query terms), normalised by the total number of

collocates of query terms in the document
Window Rel Nonrel Difference

(%)
Wilcoxon
P(2-tail)

Significant?

FT, Top1000
10 0.071 0.065 9.607 0.000 Y
20 0.100 0.095 5.849 0.002 Y
40 0.123 0.118 4.636 0.010 Y

FT, Top100
10 0.070 0.065 7.630 0.067 N
20 0.101 0.096 5.019 0.300 N
40 0.123 0.115 6.963 0.045 N

HARD, Top1000
10 0.063 0.055 14.408 0.066 N
20 0.085 0.071 19.567 0.009 Y
40 0.103 0.090 14.465 0.013 Y

HARD, Top100
10 0.063 0.053 18.441 0.083 N
20 0.086 0.067 27.904 0.004 Y
40 0.105 0.086 21.992 0.002 Y

To find out whether the normalised link-forming collocate count
can be statistically predicted by the number of query term
instances we conducted linear regression analysis on the data of
one of the experiments (HARD, top 1000 document dataset,
window size 10), with the normalised link-forming collocate
count per document (link_cols) as the dependent variable, and the
number of query term instances in the document (qterms) as the
independent variable. The R Square for the relevant document set
was found to be 0.182, and for the nonrelevant document set, R
Square was 0.122. Rather low R Square values support the
Hypothesis 3 stated above. The result of the analysis indicates that
the linear model using qterms can predict only about 18% of the
link_cols values.

4. RE-RANKING OF DOCUMENT SETS
BY LEXICAL COHESION SCORES
4.1 EXPERIMENTAL DESIGN
Statistically significant differences in the average lexical cohesion
scores between relevant and non-relevant sets, discovered in the
previous experiments, prompted us to evaluate LCS as a
document ranking function.
It was decided to conduct experiments on re-ranking the set of top
1000 BM25-ranked documents by their LCS scores. Document
sets were formed by using weighted search with the queries for
455 topics of the HARD corpus. The queries were created from all
non-stopword terms in the ‘Title’ fields of the TREC topics.
Okapi IR system with the search function set to BM25 (without
relevance information) was used for searching. Tuning constant k1
(controlling the effect of within-document term frequency) was set
to 1.2 and b (controlling document length normalisation) was set
to 0.75 [12].
BM25 function outputs each document in the ranked set with its
document matching score (MS). We decided to test re-ranking
with a simple linear combination function (COMB-LCS) of MS
and LCS. Tuning constant x was introduced into the function to

regulate the effect of LCS:

The following values of x were tried: 0.25, 0.5, 0.75, 1, 1.5, 3, 4,
5, 6, 7, 8, 10 and 30.
We conducted experiments with both types of lexical cohesion
scores:

LCSlinks – calculated using method 1 of comparing query terms’
collocation environments by the number of links they have;
LCStypes – calculated using method 2 of comparing query terms’
collocation environments by the number of types they have in
common.
The window sizes tested were 40, 20 and 10.

                                                                
5 Five of the 50 topics had no relevant documents and were

excluded from the official HARD 2004 evaluation [15].

-                      (4)COMB LCS MS x LCS= + ∗
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4.2 ANALYSIS OF RESULTS
Precision results of re-ranking with the combined linear function
of MS and LCS with different values for the tuning constant x are
presented in Table 5.

Table 5: Results of re-ranking BM25 document sets by
COMB-LCS (HARD corpus)

Window size 40 Window size 20 Window size 10Runs
with

different
x values AveP P@10 AveP P@10 AveP P@10

BM25 0.2196 0.3089

Method 1
(links)

0.25 0.2201 0.3156 0.2199 0.3178 0.2198 0.3156

0.5 0.2208 0.3200 0.2207 0.3200 0.2200 0.3178

0.75 0.2213 0.3222 0.2217 0.3156 0.2202 0.3178

1 0.2213 0.3200 0.2217 0.3133 0.2209 0.3156

1.5 0.2217 0.3244 0.2223 0.3156 0.2214 0.3200

3 0.2242 0.3267 0.2241 0.3200 0.2230 0.3222

4 0.2240 0.3311 0.2268 0.3222 0.2230 0.3133

5 0.2205 0.3400 0.2322 0.3333 0.2231 0.3244

6 0.2227 0.3444 0.2316 0.3378 0.2230 0.3267

7 0.2227 0.3489 0.2314 0.3356 0.2258 0.3289

8 0.2265 0.3556 0.2311 0.3422 0.2258 0.3356

10 0.2217 0.3556 0.2303 0.3356 0.2254 0.3333

30 0.1964 0.3200 0.2097 0.3244 0.2179 0.3156

Method 2
(types)

0.25 0.2196 0.3089 0.2196 0.3067 0.2196 0.3111

0.5 0.2197 0.3133 0.2197 0.3111 0.2196 0.3133

0.75 0.2199 0.3133 0.2197 0.3111 0.2197 0.3111

1 0.2200 0.3133 0.2198 0.3156 0.2197 0.3133

1.5 0.2201 0.3133 0.2200 0.3178 0.2199 0.3178

3 0.2200 0.3044 0.2203 0.3156 0.2209 0.3200

4 0.2199 0.3044 0.2203 0.3156 0.2210 0.3200

5 0.2200 0.2978 0.2205 0.3133 0.2216 0.3244

6 0.2199 0.3022 0.2203 0.3133 0.2216 0.3200

7 0.2172 0.3022 0.2207 0.3133 0.2216 0.3222

8 0.2168 0.3022 0.2217 0.3111 0.2213 0.3244

10 0.2161 0.3044 0.2215 0.3111 0.2211 0.3244

30 0.2030 0.3178 0.2133 0.3200 0.2142 0.3089

The results show that there is a significant increase in precision at
the cut-off point of 10 documents (P@10) when LCS scores are
combined with the MS as given by equation 4 above, with x=8
and window size of 40. The precision  @10 for BM25 and LCS
scores are 0.3089 and 0.3556, respectively. The 15% increase is
statistically significant (Wilcoxon test at P=0.001). Thirteen
topics have higher precision and none – lower. Average precision
(AveP) also increases, although by a smaller amount when
documents are re-ranked with equation 4. The highest gain in
average precision (5.7%) is achieved when x is 5 and window size
is 20. This result is not, however, statistically significant. It is also
worth mentioning that 5 out of 45 topics used in evaluation have

only one query term in the topic title, and our method can only be
applied to queries with two or more query terms.
A number of factors need to be considered in the context of the re-
ranking experiments: 65.39% of documents have LCS score of
zero. This is mainly because a very large proportion of documents
(52.64%) only have one distinct query term. Also, we only
compared lexical environments of query terms through the
repetition of their collocates. It is likely that only a certain
proportion of lexical links is determined in this way. For a fuller
analysis, other types of lexical-semantic relations should be
investigated. The above factors may have a significant impact on
the results of re-ranking, and we expect to have better results if
the above points are successfully addressed in future studies. It
should also be noted that the combined function used in re-
ranking is rather simple and alternatives (e.g. non-linear
functions) are worth investigating.

5. CONCLUSIONS
In this study we explored the property of lexical cohesion between
query terms in documents: whether it is related to relevance, and
whether it can be used to predict relevance in document ranking.
Two hypotheses were put forward. The first hypothesis we studied
was:

Hypothesis 1: There exists statistically significant
association between the level of lexical cohesion of the query
terms in documents and relevance.

We conducted experiments by building sets of relevant and non-
relevant documents, calculating their lexical cohesion scores and
comparing the averages of these scores. The experiments showed
that there exists a statistically significant difference between the
average lexical cohesion scores of relevant and non-relevant
documents extracted from the top 100 and top 1000 BM25-ranked
sets. We also proved that this difference is genuine, and is not
affected by differences in BM25 scores or other document
characteristics.

The experimental results provided support for Hypothesis 1,
demonstrating that there exists a statistically significant relation
between relevance and the level of lexical cohesion between query
terms.

Having discovered that on the whole relevant documents have
more instances of query terms than non-relevant documents, we
explored another hypothesis:

Hypothesis 1.1: Collocational environments of different query
terms are more cohesive in the relevant documents than in the
nonrelevant, and this difference is not due to the larger number of
query terms.

Our experiments supported the above hypothesis and showed that
on average relevant documents have larger numbers of link-
forming collocates, which are not original query terms, compared
to nonrelevant documents. Following these experiments, we
explored another hypothesis:

Hypothesis 2: Ranking of a document set by lexical
cohesion scores results in significant performance improvement
over term-based document ranking techniques.

We conducted experiments on re-ranking BM25-ranked document
sets with a simple linear combination function of BM25 document
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matching score and the lexical cohesion score. Different values of
a tuning constant x, regulating the effect of LCS were tried. The
results suggested that there are some significant improvements
over BM25 document ranking function, thus providing support
for Hypothesis 2. We are aware of the fact that the function used
in re-ranking the documents is simple and more elaborate methods
need to be investigated.

Results achieved in the first half of this study – i.e., difference
between relevant and non-relevant documents by their average
lexical cohesion scores are promising. Our approach to using LCS
in document ranking in the second half of the study also proved to
be useful. The experiments reported suggest that the concept of
lexical cohesion has strong association with document relevance,
and therefore is worth further investigation. To achieve further
benefit from lexical cohesion in document ranking, more
experimentation is needed. In particular, problems of documents
with zero LCS score and better ways of combining LCS with
BM25 scores need to be investigated.

Lexical cohesion, as a text property, is formed not only through
word repetition, but other more complex lexical relations. So far
we looked into lexical cohesion between query terms achieved
only through repetition of their collocates. Other lexical cohesion
forming phenomena, such as synonymy, antonymy, hyponymy
and meronymy [14] could also be taken into account in
identifying lexical cohesive links between the environments of
query terms. A more complete analysis of lexical environments of
query terms can be expected to provide more support to the ideas
behind this study. It is noteworthy to mention that an earlier
analysis of lexical link distribution by Ellman [8] showed that the
most common link type, repetition of the same word, is closely
followed by the type of links, formed by words belonging to the
same thesaurus category. A possible future development of our
method could, thus, consist of defining links on the basis of
repeated words and words related through either manually or
automatically constructed lexical resources and thesauri.

In the reported work, all links formed by repetition are treated
equally. Arguably, links formed by collocates with high inverse
document frequency (idf) are more indicative of a strong lexical
cohesion between the contexts of query terms, than links formed
by words with low idf. For example, some collocates could be
discourse-forming or topic-neutral words (e.g., "say", "report",
"argue"), which tend to have low idf. One possible future
extension of this work is to weight links using idf weights of the
terms forming them.

Apart from being a potential aid as a ranking function, the
proposed method of estimating the degree of lexical cohesion
between query terms could be useful in other tasks such as query
expansion and summarisation. It is likely that query terms with a
strong lexical cohesion belong to the same topic, therefore they
are more likely to collocate with relevant query expansion terms,
than query terms with weak lexical cohesion.
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ABSTRACT

Lexical chains have been successfully used in several previ-
ous applications, e.g. topic segmentation and summariza-
tion. In this paper, we address the problem of how to di-
rectly evaluate the quality of lexical chains, in comparison
to a human gold standard. This is in contrast to previous
work, where the formal evaluation either relied on a word
sense disambiguation task or concentrated on the final ap-
plication result (the summary or the text segmentation),
rather than the lexical chains themselves. We present a
small user study of human annotation of lexical chains, and
a set of measures to measure how much agreement between
sets of lexical chains there is. We also perform a small meta-
evaluation to compare the best of these metrics, a partial
overlap measure, to rankings of chains derived by introspec-
tion, which shows that our measure agrees reasonably well
with intuition. We also describe our algorithm for chain
creation, which varies from previous work in several aspects
(for instance the fact that it allows for adjective attribu-
tion), and report its agreement with our human annotators
in terms of our new measure.

1. INTRODUCTION
An algorithm for creating lexical chains was first proposed

by Morris and Hirst [11] and relies on the theory of lexical
cohesion [4]. A lexical chain is a collection of terms that are
related within a text by lexico-semantic relations, such as
synonymy or similar relations.

Lexical chains have been used in various applications, such
as automatic text summarization [1, 13], text segmentation
[5, 14], correction of malapropisms [6], and automatic gener-
ation of hypertext links [3]. The exact mechanisms by which
lexical chains are used in these approaches differs from appli-
cation to application. In Barzilay et al, for instance, particu-
larly relevant sentences useful for presentation in a summary
are defined as those that contain many intersecting chains.
In [5], a gap between pseudo-sentences is more likely to be a
topic shift if the number of lexical chains spanning the gap
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is low. Importantly, the user never sees the lexical chains
directly; end evaluation of these approaches is performed in
terms of either a word sense disambiguation task [1, 6] or
the end product (summaries, text segmentation, hypertext
output). The quality of the lexical chains themselves is thus
typically not formally evaluated in the existing work.

We propose lexical chains as a framework for a differ-
ent task, automatic text skimming. The goal of an auto-
matic skimmer is to provide an online user with the ability
to browse the text in a document in a way similar to that
of a reader of a printed document. This would allow, for
example, a blind or sight-impaired person to (a) quickly de-
cide whether a document is worth reading (or listening to)
and (b) quickly find specific information within a paper.

Such a skimming system must extract topics, or concepts,
that are important in a document and then organize them
in such a way that they can be browsed quickly. Follow-
ing the premise that a lexical chain can represent a concept
expressed in a document [1], we use lexical chains to build
browsable topic maps for scientific papers.

The domain for our skimmer is scientific articles. We have
built a system for detecting lexical chains in these texts. The
algorithm essentially follows the Silber and McCoy method-
ology [13], but uses a few modifications that are important
in our text type. For instance, we have found in scientific pa-
pers that adjective modification is essential to characterize
topics well.

Our users have direct contact with the lexical chains that
our program outputs. We thus require a different kind of
evaluation from previous work, namely one that formally
evaluates the quality of the chains per se.

For example, consider the two lexical chains in Figure 1
that were automatically generated by our system1. Num-
bers appearing in parentheses represent the frequency of the
preceding term in the paper.

We perceive the first chain in Figure 1 as a good represen-
tation of an important topic in the paper (probabilities), but
not the second one. We want our evaluation method, which
is intrinsic, to pick up on this intuitive difference. We could
choose an extrinsic evaluation of the final product (e.g. to
determine if a user can solve a search task faster with our
system output, than with a different document such as an
abstract), but this evaluation method, like the ones in pre-
vious work, does not directly tell us to which degree lexical
chains are intuitive to humans, and which chains describe

1The example paper used throughout this article is: Lee,
Lillian (1999). “Measures of Distributional Similarity”. 37th
Annual Meeting of the ACL, pp. 25-32.
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1. confusion probability (7), probability (3), positive
probability (1), conditional cooccurrence probability
(1), arbitrary probability distributions (1), probabil-
ity estimate (1), probability distributions (1), proba-
bility estimation (1), probabilities (3), base probabil-
ities (1), base language model probabilities (1), verb
cooccurrence probabilities (1), unigram probabilities
(1), correct probabilities (1), smooth word cooccur-
rence probabilities (1), conditional verb cooccurrence
probabilities (1)

2. values (2), appropriate values (1), actual values (1),
distribution values (1)

Figure 1: Lexical chains automatically generated by

our system for the example paper.

the topics in a paper well. We thus opted to create a “gold
standard” of lexical chains to compare against.

In this paper we report preliminary results from a small
annotation study, where we asked human annotators to man-
ually create lexical chains for two texts. We also developed
and compared coverage and agreement measures that al-
low us to quantify the similarities between lexical chains
created by different humans, and between humans and our
system. We conducted these studies to shed more light on
the question of how much difference there is in human intu-
ition about lexical chains. Additionally we hope to use the
human training material for a filtering component of our
system, as by far the largest problem we encounter is the
over-generation of lexical chains by our automatic method.

Our main contribution in this paper is the methodology
of the human annotation study and the novel measures for
reporting agreement between lexical chains created by dif-
ferent sources. We present measures for how much one single
chain agrees with another single chain, and for how much a
set of chains (representing one paper) agrees with another
set of chains created by a different annotator.

The rest of the paper is structured as follows: the next
section discusses a peculiarity of our task, namely the need
to find local as well as global chains. Section 3 describes our
system. The pilot study for lexical chain annotation is given
in section 4. Section 5, the core of this paper, describes the
coverage and agreement measures between lexical chains.
We then report our system’s results in terms of difference
from each human annotator. The last section gives conclu-
sions.

2. GLOBAL AND LOCAL CHAINS
A scientific paper will have main topics which describe the

principal purpose(s) of the paper. It will also contain more
localized topics. These may be associated with subsections
of the paper, for the purpose of providing more detailed in-
formation. Given a paper, a concept associated with a chain
need not run through the entire paper (“global chain”), but
can also cover only a subset of the paper (“local chain”).
Schematically, this is shown in Figure 3, where the shorter
chains are local, as they refer to localized topics.

A real-world example of a global chain is chain #1 in
Figure 2. This chain represents the topic similarity mea-
sures/metrics. Terms from this chain are used throughout
the example paper by L. Lee, including the title. An exam-
ple of a local chain is #2 in Figure 2. This chain represents
the topic distance-weighted averaging and is only used in

1. measures (15), distributional similarity measures (8),
similarity functions (7), function (12), functions (14),
divergence (15), similarity measures (8), similarity
metric (3), similarity function (7), metric (8), simi-
larity metrics (2), coefficient (7), measure (6), metrics
(4)

2. distance-weighted (5), distance-weighted averaging
(5), distance-weighted averaging model (1)

Figure 2: Global and local chains.

section 1 (Introduction) and section 3 (Empirical Compari-
son.

kappa

distance 
measures

corpus/
corpora

similarity

Figure 3: Examples of local and global chains

We have discussed local chains, and why they are im-
portant in our task. This motivates a slightly unorthodox
approach to chain membership; we allow one term to occur
in more than one chain, unlike previous definitions [1, 13].
This is necessary in order to allow for the parallel existence
of global and local chains that cover similar aspects of a
concept. For instance, the local chain in Figure 4 contains
“divergence” as its most frequent term, a term which also
belongs to a different, global chain. We would not want to
have to exclude all occurrences of divergence from the global
chain, just to enforce the uniqueness constraint.

3. THE SYSTEM
Our lexical chainer is based on the Silber and McCoy gen-

eration algorithm and uses the Barzilay and Elhadad scor-
ing system. Both approaches used WordNet [10] to group
together related words. The scoring system we use is due
to Barzilay and Elhadad ([1]) scored chains independently
from each other by assigning different scores to each type
of relation. For instance, word repetition contributed the

divergence (15), total divergence (1), skew di-
vergence (5), jensen-shannon divergence (7), kl
divergence (5), outliers (1)

Figure 4: An example local chain.
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Text A B C Average
1 3.5% 0% 1.4% 2%
2 10.2% 9.4% 0% 7%

Figure 5: Presence of WordNet relations in human-

generated chains.

most points (7), followed by the synset relation (4). Each
of the other relations contributed 1 point. We modify this
scheme by only using synonymy and hypernymy/hyponymy,
like Silber and McCoy.

We follow Silber and McCoy’s ([13]) linear time algorithm
for creating chains and performing word-sense disambigua-
tion. This is done by first ranking the chains by score. If the
score of the highest-scoring chain is above a set threshold,
then the chain is added to the final set of lexical chains for
the document. Each word in the chain is then removed from
all other chains, and the chains are rescored and reranked.
This is repeated until there is no chain left that has a score
higher than the threshold and has not already been added
to the final chain list. Each word, therefore, belongs to at
most one lexical chain in the final chain list. In each ap-
proach, only nouns and noun compounds were considered
for membership in lexical chains.

The differences between our lexical chainer and the Silber
and McCoy system are discussed in the subsections that
follow.

3.1 Multi-word scientific terms and WordNet
Scientific papers tend to use a large number of multi-word

terms [7]. Such terms are usually not present in WordNet.
For each noun compound which does not exist in WordNet,
Barzilay and Elhadad assign the compound the WordNet
synset value of the head noun. Analogous to this ‘shared
head’ relation, we additionally define a ‘shared modifier’
relation. This allows two terms which share one or more
modifiers to be included in the same lexical chain (e.g. sim-
ilarity measure and similarity distribution. The decision of
including a ’shared modifier’ relation is supported by our
annotation data (cf. Figure 6).

Stokes [14] found that the WordNet relations played less
of a role in her lexical chains than repetition did. She at-
tributes part of this effect to the sparcity of compound terms
in WordNet. Our annotation results suggest that for scien-
tific texts WordNet relations play an even smaller role than
in news texts, as shown in Figure 5; on average, only 4%
of the relations in our chains correspond to WordNet rela-
tions. This seems to be in line with Justeson and Katz’s
argument technical that terms tend to be repeated instead
of substituted [7]. Indeed all of the WordNet relations we
observed between single-word terms (e.g. probability/chance
and data/corpus).

Additionally we also believe that the word sense disam-
biguation problem is less acute in scientific text, because (1)
the terms are naturally longer and thus more specific, and
(2) word sense variation is lower within a subfield.

3.2 Adjectives
The importance of adjectives as premodifiers in technical

terms in scientific text is well-acknowledged [7]. In addi-
tion, Justeson and Katz report that 4% of the terms in their

distributional similarity measures, similarity
functions, similarity measures, similarity metric,
similarity function, similarity metrics

Figure 6: An example of a lexical chain whose terms

are related by premodification and require a partial

overlap relation.

Text A B C Average
1 29% 42% 37% 36%
2 19% 32% 39% 30%

Figure 7: Percentage of adjectives in human-

generated lexical chains.

dictionary sample are single adjectives or adjective phrases.
Our approach to lexical chaining allows adjectives as mod-
ifiers in noun phrases and as heads of adjective phrases to
be chain candidates.

The data produced by our annotators suggest that hu-
mans do indeed heavily incorporate adjectives into their lex-
ical chains. Overall, 37% of all term types are adjectives or
contain adjectives (30% for annotator A, 41% for annotator
B, and 38% for annotator C). Of the two texts that we had
annotated, Text 1 seems to have more adjectives than text
2 (cf. Figure 7). For text 1, for example, 81% of all of the
human-generated chains contained at least one adjective.

Our decision to include adjectives into lexical chains is in
contrast to previous work in lexical chains: Barzilay and El-
hadad only allow nouns to be considered in creating terms
for lexical chains, as do Morris and Hirst [11] (who work on
Reader’s Digest articles) and Silber and McCoy [13]. Stokes
[15] uses adjectives which form part of a complex proper
noun such as Irish in compound terms like Irish journalist.
We believe that the importance of adjectives varies consid-
erably with genre (Barzilay and Elhadad used newspaper
texts, Morris and Hirst [12] Reader’s Digest articles.

However, we believe that not all adjective in scientific text
are equally important to represent a scientific text accu-
rately. In a term such as statistical significance, statistical
disambiguates the sense of significance whereas an adjective
like higher in higher significance does not. Levi [9] calls
adjectives such as statistical non-predicating. We have im-
plemented an algorithm based on some of her linguistic tests
to filter out predicating adjectives. This algorithm is how-
ever not the focus of the current paper; we will report about
it elsewhere.

3.3 Non-uniqueness of chain membership
Silber and McCoy restrict each term to appearing in only

one chain. The “best” chain for a given term is chosen and
that term is removed from the rest of the chains. Our chainer
allows a term to appear in multiple chains. In scientific pa-
pers, a term may intuitively belong to a global topic and
to a local topic. For example, chain #1 in Figure 8 rep-
resents the global topic probability and contains the term
cooccurrence probability. Chain #2 in the same figure repre-
sents the local topic cooccurrence and also contains the term
probability cooccurrence.

The annotation guidelines allow the possibility of using a
term in more than one chain but leaves the decision up to
the annotators. All three of the current annotators used at
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1. probability (15), probability estimation (1), condi-
tional cooccurrences probability (2), cooccurrence
probability (2), probability distribution (1), confu-
sion probabilities (1), frequencies (3), conditional verb
cooccurrence probabilities (2), relative frequencies (2),
unigram probabilities (1), word cooccurrence probabil-
ities (2), conditional probabilities (3), likelihoods (1),
base probabilities (3), likely (2), probability estimate
(2)

2. cooccurrences (3), cooccurrence probability (2), word
cooccurrence probability (2), cooccurrence pair (1),
conditional verb cooccurrence (1), verb-object cooc-
currence pairs (1)

Figure 8: Membership of a term in a global and a

local chain.

least one term in more than one chain.

4. PILOT STUDY
Measuring the extent to which human intuitions about

lexical chains agree is an interesting task, both from a psy-
cholinguistic viewpoint as well as from a practical one. A
lexical chaining algorithm was first proposed by Morris and
Hirst [11], based on the idea of lexical cohesion as in [4].
Even though it seems clear that most humans intuitively
understand the concept of lexical chains, few experiments of
the psycholinguistic plausibility of actual chain construction
have been performed. Morris and Hirst [12] present a pilot
study of the subjectivity of readers’ perceptions of relations
between words that make up lexical chains. The domain for
this study was a collection of general-interest articles taken
from Reader’s Digest. Five subjects were asked to read the
first 1.5 pages of an article and mark each word group that
they perceived. For each word group, they identified pairs
of related words and the relation between them. The sub-
jects agreed on a subset of the word groups while also having
individual variation.

They point out that the “degree of individual difference
or subjectivity in text understanding is likely to vary with
text type.” It is thus necessary for us to collect annotators’
perception and agreement data for the text type we work
on, scientific domain.

As we already motivated, we also have practical reasons
for creating a manual training set of lexical chains: we need
them to directly evaluate the quality of our automatically
created lexical chains, and we intend to use them as training
material to learn to recognize weak chains in order to remove
them from the final lexical chain set.

Because of our focus on scientific papers, we decided to
also perform annotation, choosing to randomly select papers
from the ACL anthology as our data.

Experimental design is as follows: We use three anno-
tators, who are given a set of materials as described be-
low. Annotator A is a doctoral student in computer sci-
ence. Annotator B is the second author of this paper, and
annotator C is the first author of this paper. The anno-
tators are given unrestricted time to create sets of terms
that they judge to be related given the context of the pa-
per. Each set of terms then represents one lexical chain.
The guidelines are four pages long and essentially describe
the task as follows: A term can comprise a single word or
a combination of words, all taken directly from the text.

Words used in terms may be nouns, adjectives, or adverbs.
Possible relationships between terms in a chain are men-
tioned which include inflectional variance, synonymy, hy-
pernymy/hyponymy, holonymy, and meronymy.

There are no limits placed on the size of lexical chains
or the number of chains needed to describe a document.
We found that there are many intuitive similarities between
chains created by our annotators. There are also many dif-
ferences, such as in the number of chains used and in the
exact terms that are used.

For the ongoing annotation experiment, human annota-
tors are given a collection of materials including a list of all
words in the paper together with part-of-speech tags gen-
erated by RASP [2]. Each annotator is also given a list of
maximal noun phrases automatically extracted from the pa-
per. Use of these lists is optional, but they are provided as
different visualizations of the terms in the paper.

To measure the agreement between two annotators we
need a metric that will do the following:

1. When comparing two lexical chains, one chain should
be penalized for not covering its topic as well as a
competing chain.

2. When comparing two sets of lexical chains, one chain
set should be punished for not covering the paper as
well as a competing chain set.

3. A chain set should be penalized for splitting chains (i.e.
using two chains to describe the same topic), in com-
parison to having identical chains (non-split chains),
but it should penalize it less than in a situation where
one of the split chains is missing or replaced with ir-
relevant terms.

4. A chain set should be penalized for merging chains
(i.e. combining multiple concepts into one chain); see
above.

We use a token-based approach to comparing chains rather
than a type-based approach because we believe term repe-
tition in scientific texts to be a strong indicator of the rele-
vance of topics.

Section 5 describes some coverage and agreement mea-
sures that we are using to evaluate lexical chains and sets of
lexical chains.

5. COVERAGE AND AGREEMENT MEA-

SURES

5.1 Comparing lexical chains
In this section we compare four measures for computing

the similarity between two lexical chains. We discuss the
properties of each measure and how they affect the useful-
ness of the measure for our task.

When comparing two lexical chains x and y, two (not
necessarily equal) agreement measurements are important:

1. The degree to which y is covered by or similar to x

2. The degree to which x is covered by or similar to y

To compute chain set agreement between two annotators
(or chain set similarity between two papers), we find (for
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each chain in chain set A) the best match in chain set B,
according to either measure detailed below. Adding together
the agreement scores for each match gives us Equation 1.

m(A, B) =
X

x∈A

m1(x, B)|x|

|A|
. (1)

m(A, B) measures the degree to which all chains in A cover
any of the chains in B.

5.2 Cosine measure
For a baseline, we use the standard cosine metric. Each

lexical chain is represented as a vector of term frequencies.
Of the measures considered here, the cosine metric is the
only one that is symmetric.

5.3 KL distance
Another comparison measure that we evaluated is the

Kullback-Leibler (KL) distance [8]. It is a measure of simi-
larity between two distributions, as defined in Equation 2.

KL(P, Q) =

n
X

i=0

pi log
2
(
pi

qi

), (2)

where P = (p0, ..., pn) and Q = (q0, ..., qn) are probability
distributions.

We compare chains by representing each chain as a vector
of relative term frequencies. Suppose we wish to compare
chains X and Y . Since both distributions in Equation 2
must contain the same number of points, we set the length
of the vector for chain X and the length of the vector for
chain Y equal to the order of the union of the terms in X and
Y . This means that for two chains that do not have exactly
the same terms, their corresponding vectors will contain 0-
values representing terms missing from the chain. Since each
value in P and Q must be nonzero for KL, we perform simple
add-one smoothing.

5.4 Term overlap
We also consider simple term overlap

c(x, y) =
|x ∩ y|

|y|
. (3)

Two chains x and y are treated as sets of tokens (with
multiplicity).

We measure the coverage of B by x as

m1(x, B) = max
y∈B

c(x, y). (4)

Similarly, we measure the coverage of x by B as

m2(x, B) = max
y∈B

c(y, x). (5)

Note that m1(x, B) and m2(x, B) need not be maximized
by the same y ∈ B.

5.5 Shared modifier relation
We modify our overlap measure by allowing partially over-

lapping terms to count as partial matches. The overlap mea-
sure in Equation 3 only recognizes exact term matches, but
semantics is shared between terms even if there is a partial
overlap (e.g., in modifiers or heads). We assign a weight of
0.3 to this relation.

Measure A→B A→C B→C
Cosine 18% 0% 7%
KL 82% 62% 71%
Overlap 100% 62% 71%
Shared modifier 100% 69% 86%

Figure 9: Agreement between automatically

matched chains and manually matched chains for

Text 1.

Measure B→A C→A C→B
Cosine 8% 0% 8%
KL 38% 42% 71%
Overlap 69% 84% 67%
Shared modifier 69% 84% 67%

Figure 10: Agreement between automatically

matched chains and manually matched chains for

Text 1.

5.6 Preliminary results

5.6.1 Testing the measures

To test the four measures described above, we look for the
strongest chain matches between two annotators. That is,
given two annotators A and B, each chain from annotator
A is matched with the most similar chain from annotator
B, and vice versa. Performing this task using each measure
gives us four sets of chain matches for each annotator pair
(going one direction). Each set of matches is then compared
to a manually generated set of chain matches for the same
annotator pair.

As we can see in Figures 9-13, the cosine metric performs
badly when matching chains. This is primarily because a
metric based on the inner product of two vectors does not
issue a penalty when vectors of different lengths are com-
pared (an attractive property in IR when comparing doc-
uments with queries). Thus, the chains that are found to
match using this metric may have high frequency terms in
common but may also contain several other terms not shared
by other chains.

The shared-modifier algorithm had a slight improvement
over the overlap measure when finding chain matches, and
thus outperformed the KL distance and the baseline.

5.6.2 Comparing rankings

Using the chain match scores given by the measures, we
can rank the strength of the chain matches. For each mea-
sure we compare the top five chains to a manual ranking
of the top five chain matches for each annotator pair. We
only consider the top five matches to avoid having to com-
pare match strengths between chains with little in common.
Since the cosine metric performed so poorly when finding
matches, we only compared rankings for the other three

Measure A→B A→C C→B
Cosine 29% 17% 27%
KL 86& 67% 73%
Overlap 86% 83% 64%
Shared modifier 86% 83% 91%

Figure 11: Agreement between automatically

matched chains and manually matched chains for

Text 2.
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Measure B→A B→C C→A
Cosine 0% 30% 13%
KL 88% 80% 75%
Overlap 6/8 80% 75%
Shared modifier 100% 80% 75%

Figure 12: Agreement between automatically

matched chains and manually matched chains for

Text 2.

Measure Text 1 Text 2
Cosine 6% 20%
KL 61% 78%
Overlap 74% 76%
Shared modifier 78% 86%

Figure 13: Average agreement between automati-

cally matched chains and manually matched chains.

measures.
Figure 14 shows the agreement between top matches se-

lected by the different measures and those selected manually.

6. CONCLUSIONS AND FUTURE WORK
Our main contributions in this paper are our methodol-

ogy of the human annotation study and a comparison of
four similarity measures (including a new measures based
on shared modifiers) for reporting agreement between lexical
chains created by different sources. Our annotation study
covers the scientific domain with the goal of training a lexical
chaining system for scientific papers.

This pilot study explores the extent to which human-
generated lexical chains agree in the domain of scientific
texts. In future work, we will investigate the role that
non-uniqueness of term membership plays in creating local
chains. As we build our gold standard we hope to deter-
mine the importance of adjectives in human-generated lexi-
cal chains in the scientific domain.

Limitations of our preliminary study are:

1. We have too few annotators and use too few papers
for an extensive study of lexical chain agreement in
the scientific domain. This will be expanded in later
work.

2. Our coverage and agreement measures do not yet han-
dle all of the cases that we want to consider (e.g. the
merger of two chains). The comparison ranking pro-
duced by our measures and presented in this paper
compares well with an intuitive ranking for the most
important matches, but compares badly overall.

Future work will address the problems mentioned above.

Match KL Overlap Shared modifier
A→B 2 3 3
B→A 2 2 2
B→C 2 2 2
C→B 3 2 2
A→C 2 4 4
C→A 4 2 2

Figure 14: Number of chain matches ranking in the

top five as compared to the manually ranked top five

matches.
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Appendix

Figures 15 and 16 show all of the chains constructed by two
of the annotators for the example paper. Numbers appear-
ing in parentheses represent the frequency of the preced-
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1. similarity, measures (15), distributional similarity measures (8), similar-
ity functions (7), function (12), functions (14), divergence (15), similarity
measures (8), similarity metric (3), similarity function (7), metric (8),
similarity metrics (2), coefficient (7), measure (6), metrics (4)

2. support, regions, supports (7), regions of positive probability (1),
support-intersection data (1), support (3), support regions (1)

3. similarity, distributional similarity (7), similar (7), distance-weighted
(5), distributional similarity (7), semantic similarity (1), distance (2),
dissimilarity (1), similarity-based (1), similarity (28), commonality (2),
differences (3)

4. unseen, unseen cooccurrences (2), sparse data (2), low frequency events
(1), unseen events (2), unseen word pair (1), unseen (8), unseen pairs (1),
sparseness (1)

5. cooccurrence, cooccurrences, cooccurrence (6), cooccurrences (3), word
cooccurrence (2), neighborhood (1), closest neighbors (1), nearest neigh-
bors (2)

6. probability, estimate, estimation, probability estimation (1), estimate
(4), similarity-based estimation (1), probability estimate (2), estimates
(2)

7. comparison, empirical, empirical comparison (3), comparison (5)

8. distributions, potential proxy distributions (2), distributional (8), prob-
ability distributions (2), distributions (8), potential proxy distributions
(2), joint distribution (1), product distribution (1)

9. training, corpus, training corpus (2), training set (2), training partition
(1), training corpus (2), training data (4)

10. probabilities, probability (15), conditional cooccurrence probability (2),
probability distributions (2), chance (2), distributions (8), probabilities
(10), verb cooccurrence probabilities (2), smooth word cooccurrence prob-
abilities (2), base language model probabilities (2), confusion probability
(7), unigram probabilities (1), likelihoods (1), conditional verb cooccur-
rence probabilities (1), mathematical certainty (1)

11. events, data, events (5), data (11), bigrams (1), words (7), word pair (1),
cooccurrences (3), words (7), data (11), nouns (6), verbs (11), cooccur-
rence pair (1), noun (2), corpus (2), adjectives (1), pairs (4), noun-verb
pair (1), noun-verb-verb triple (1), test triple tokens (1), test instance (1)

12. probability, probability distributions, probability (15), probability
distributions (2), chance (2), average (6), statistically (2), insignificant
(1), unsmoothed (1), frequencies (3), smooth (2), relative frequencies (2),
likelihoods (1), joint distribution (1), product distribution (1), unigram
frequencies (1), error rate (4), statistic (1), t-test (1), significance level
(1), mathematical certainty (1)

Figure 15: Annotator A’s lexical chains for the ex-

ample paper.

ing term in the paper. Terms appearing in bold are chain
representatives and were automatically extracted from the
manual chains.

1. similarity, similarity (28), distributional similarity measures (8), simi-
larity functions (7), distributional similarity (7), semantic similarity (1),
similarity measures (8), similarity metric (3), similar words (5), new sim-
ilarity metrics (2), extreme dissimilarity (1), similarity-based estimation
(1), inherently better similarity ranking (2), good similarity metric (3)

2. probabilities, probability (15), probability estimation (1), conditional
cooccurrences probability (2), cooccurrence probability (2), probability
distribution (1), confusion probabilities (1), frequencies (3), conditional
verb cooccurrence probabilities (2), relative frequencies (2), unigram prob-
abilities (1), word cooccurrence probabilities (2), conditional probabilities
(3), likelihoods (1), base probabilities (3), likely (2), probability estimate
(2)

3. distribution, distribution (6), proxy distributions (2), probability distri-
bution (1), average distribution (1), joint distribution (1), product distri-
bution (1), empirical distribution (1)

4. unseen, sparse data (2), low frequency events (1), unseen cooccurrences
(2), unseen word pair (1), unseen (8), unseen pairs (1), sparseness (1)

5. training, training set (2), estimate (4), training partition (1), test-set
bigrams (1), training corpus (2), test sets (1), test-set performance (2)

6. concurrence, cooccurrences (3), cooccurrence probability (2), word cooc-
currence probability (2), cooccurrence pair (1), conditional verb cooccur-
rence (1), verb-object cooccurrence pairs (1)

7. method, backoff, backoff method (2), interpolation method (1), backoff
smoothing method (1)

8. distance-weighted, averaging, distance-weighted (5), distance-weighted
averaging (5), distance-weighted averaging model (1)

9. divergence, divergence (15), total divergence (1), skew divergence (5),
jensen-shannon divergence (7), kl divergence (5), outliers (1)

10. significant, statistically significant (2), significant (3), significance level
(1)

11. evaluation, pseudoword disambiguation task, evaluation (3), pseu-
doword disambiguation task (1), empirical results (1), decision task (3),
empirical comparison (3), evaluation methodology (1), binary decision
task (3), experimental framework (1), correct answer (1), paired t-test
(1), prediction tasks (1)

12. information theoretic metric, similarity metric, information-theoretic
metric (1), similarity metric (3), similarity measures (8), cosine metric (2),
jaccard coefficient (1), jensen-shannon divergence (7), kl divergence (5),
nonparametric measure (1), correlation (1), mutual information (1), value
difference metric (2), dice coefficient (1), l2 norm (1), l1 norm (3), statistic
(1), euclidean distance (1), skew divergence (5), alpha - skew divergence
(5), good similarity metric (3), similarity function schema (1)

13. performance, average, performance (10), precision (1), average perfor-
mance (3), average error rate (4), test-set performance (2)

14. nouns, verbs, nouns (6), verbs (11), transitive verbs (1), head noun (1),
direct object (1), similar adjectives (1), frequent nouns (1), noun-verb pair
(1), noun-verb-verb triple (1)

15. smoothing, unsmoothed, smoothing (1), unsmoothed (1), smoothed
base language model (5)

16. model, language, language model (5), language model probabilities (2),
language modeling (1), smoothed base language model (5), model (9)

17. neighbors, neighborhood (1), neighbors (3), nearest neighbors (2)

18. function, weighting, weight, weighting (1), weight function (1)

19. substitutability, substitutability (1)

20. generalization, asymmetric, novel, symmetric, symmetric (2),s novel
asymmetric generalization (1)

21. information, negative, negative information (1)

22. translations, mutual, translations (1), mutual translations (1)

Figure 16: Annotator B’s lexical chains for the ex-

ample paper.
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ABSTRACT

In this paper, we present a novel technique for calculating
the probability of occurrence of a discontinued sequence of n

words, that is, the probability that those words occur, and
that they occur in a given order, regardless of which and
how many other words may occur between them.

Our method relies on the formalization of word occur-
rences into a Markov chain model. Numerous techniques of
probability and linear algebra theory are exploited to offer
an algorithm of competitive computational complexity. The
technique is further extended to permit the calculation of
the expected document frequency of an n-words sequence in
an efficient manner.

We finally present an application of this technique; A fast
and automatic direct evaluation of the interestingness of
word sequences, by comparing their expected and observed
frequencies.

Categories and Subject Descriptors

H.3.1 [Information Storage and Retrieval]: Content
Analysis and Indexing

General Terms

Algorithms, Experimentation, Theory

1. INTRODUCTION
The probability of occurrence of words and phrases is a

crucial matter in all domains of information retrieval. All
language models rely on such probabilities. However, while
the probability of a word is frequently based on counting its
total number of occurrences in a document collection (its col-
lection frequency), calculating the probability of a phrase is
far more complicated. Counting the number of occurrences
of a multi-word unit is often intractable, unless restrictions
are adopted, such as setting a maximal unit size, requiring
word adjacency or setting a maximal distance between two
words.

Due to the higher information content and specificity of
phrases versus words, information retrieval researchers have
always been interested in multi-word units. The first mod-
els, introduced until the late 1980’s, came with numerous
restrictions. Mitra et al. [10], for example, defined phrases
as adjacent pairs of words occurring in at least 25 documents
of the TREC-1 collection. Choueka et al. [2] later extracted
adjacent word sequences of length up to 6. The extraction

of sequences of longer size was then intractable. The ad-
jacency constraint is regrettable, as natural language often
permits to express similar concepts by introducing one or
more words between two others. For example, the phrases
“President John Kennedy” and “President Kennedy” are
likely to refer to the same person.

A new trend started in the 1980’s, as linguistic informa-
tion started to be used to filter out “undesirable” patterns.
The idea consists in using parts-of-speech (POS) analysis
to automatically select (or skip) the phrases matching a
given set of linguistic patterns. Most recent extraction tech-
niques still rely on a combination of statistical and syntac-
tical methods [13, 7].

However, at a time when multilingual information retrieval
is in full expansion, we think it is of crucial importance
to propose language-independent techniques. There is very
few research in this direction, as was suggested by a recent
workshop on multi-word expressions [14] where most of the
11 accepted papers presented monolingual techniques, in a
total of 6 distinct languages.

Dias et al. [4, 5] introduced an elegant generalization of
conditional probabilities to n-grams extraction. The nor-
malized expectation of an n-words sequence is the average
expectation to see one of the words occur in a position, given
the position of occurrence of all the others. Their main
metric, the mutual expectation, is a variation of the nor-
malized expectation that rewards n-grams occurring more
frequently. While the method is language-independent and
does not require word adjacency, it still recognizes phrases
as a very rigid concept. The relative word positions are
fixed, and to recall our previous example, no relationship is
taken into account between “President John Kennedy” and
“President Kennedy”.

We present a technique that permits to efficiently calcu-
late the exact probability (respectively, the expected docu-
ment frequency) of a given sequence of n words to occur in
this order in a document of size l, (respectively, in a docu-
ment collection D) with an unlimited number of other words
eventually occurring between them.

The main challenges we had to handle in this work were
to avoid the computational issue of using a potentially un-
limited distance between each two words, while not making
those distances rigid (we do see an occurrence of “President
Kennedy” in the text fragment “President John Kennedy”).
Achieving language-independence (neither stoplists nor POS
analysis are used) and dealing with document frequencies
rather than term frequencies are further specificics of this
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work.
By comparing observed and expected frequencies, we can

estimate the interestingness of a word sequence. That is, the
more the actual number of occurrences of a phrase is higher
than its expected frequency, the stronger the lexical cohe-
sion of that phrase. This evaluation technique is entirely
language-independent, as well as domain- and application-
independent. It permits to efficiently rank a set of candidate
multi-word units, based on statistical evidence, without re-
quiring manual assessment of a human expert.

The techniques presented in this paper can be generalized
further. The procedure we present for words and documents
may indeed similarly be applied to any type of sequential
data, e.g., item sequences and transactions.

In the next section, we will introduce the problem, present
an approximation of the probability of occurrence of an n-
words sequence, and describe our technique in full details
before analyzing its computational complexity and showing
how it outperforms naive approaches. In section 3, we will
explain how the probability of occurrence of an n-words se-
quence in a document can be generalized to compute its ex-
pected document frequency in a document collection, with
a very reasonable complexity. Section 4 explains and ex-
periments the use of statistical testing as an automatic way
to evaluate and rank general-purpose non-contiguous lexical
cohesive relations. We conclude the paper in section 5.

2. PROBABILITYOFOCCURRENCEOFA

DISCONTINUED WORD SEQUENCE

2.1 Problem Definition
Let A1A2 . . . An be an n-gram, and d a document of length

l (i.e., d contains l word occurrences). Each word Ai is
assumed to occur independently with probability pi.

Problem: In d, we want to calculate the probability
P (A1 → A2 → · · · → An, l) of the words A1, A2, . . . , An

to occur at least once in this order, an unlimited number of
interruptions of any size being permitted between each Ai

and Ai+1, 1 ≤ i ≤ (n − 1).

2.1.1 More definitions

Let D be the document collection, and W the set of all
distinct words occurring in D. The probability pw of occur-
rence of a word w is its collection frequency divided by the
total number of word occurrences in the document collec-
tion. One reason why we prefer collection frequency versus,
e.g., document frequency, is that in this case, the set of all
word probabilities {pw | ∀w ∈ W} is a (finite) probability
space. Indeed, we have

X

w∈W

pw = 1, and pw ≥ 0, ∀w ∈ W.

For convenience, we will simplify the notation of pAi
to

pi, and define qi = 1− pi, the probability of non-occurrence
of the word Ai.

2.1.2 A running example

Let there be a hypothetic document collection containing
only three different words A, B, and C, each occurring with
equal frequency. We want to find the probability that the
bigram A → B occurs in a document of length 3.

For this simple example, we can afford a manual enumera-
tion. There exists 33 = 27 distinct documents of size 3, each

occurring with equal probability 1

27
. These documents are:

{AAA, AAB , AAC, ABA , ABB , ABC , ACA, ACB , ACC,

BAA, BAB , BAC, BBA, BBB, BBC, BCA,BCB, BCC,

CAA, CAB , CAC,CBA, CBB, CBC, CCA,CCB, CCC}

The seven framed documents contain the n-gram AB. Thus,
we have p(A → B, 3) = 7

27
.

2.2 A decent over-estimation in the general
case

We can attempt to enumerate the number of occurrences
of A1 . . . An in a document of size l, by separately counting
the number of ways to form the (n−1)-gram A2 . . . An, given
the l possible positions of A1. For each of these possibilities,
we can then separately count the number of ways to form the
(n−2)-gram A3 . . . An, given the various possible positions of
A2 following that of A1. We repeat this process recursively
until we need to find the number of ways to form the 1-gram
An, given the various positions left for An−1.

This enumeration leads to n nested sums of binomial co-
efficients:

l−n+1X

posA1
=1

0

@

l−n+2X

posA2
=posA1

+1

0

@· · ·
lX

posAn
=posAn−1

+1

 

l − posAn

0

!1

A

1

A ,

(1)
where each posAi

, 1 ≤ posAi
≤ l, denotes the position of

occurrence of Ai.
The following can be proven easily by induction:

nX

i=k

 

i

k

!

=

 

n + 1

k + 1

!

,

and we can use it to simplify formula (1) by observing that:

l−n+iX

posAi
=posAi−1

+1

 

l − posAi

n − i

!

=

l−posAi−1
−1

X

posAi
=n−i

 

posAi

n − i

!

=

 

l − posAi−1

n − i + 1

!

.

Therefore, leaving further technical details to the reader,
the previous nested summation (1) interestingly simplifies
to
`

l

n

´
, which permits to obtain the following result:

enum overestimate(A1 → · · · → An, l) =

 

l

n

!

·
nY

i=1

pi,

where
`

l

n

´
is the number of ways to form the n-gram, and

Qn

i=1
pi the probability of conjoint occurrence of the words

A1, . . . , An (since we assumed that the probability of oc-
currence of a word in one position is independent of which
words occur in other positions).

The big flaw of this result, and the reason why it is an
approximation only, is that some of the ways to form the
n-gram are obviously overlapping. Whenever we separate
the alternative ways to form the n-gram, knowing that Ak

occurs in position i, we do ignore the fact that Ak may
also occur before position i. In this case, we enumerate each
possible case of occurrence of the n-gram, but we count some
of them more than once, since it is actually the ways to form
the n-gram that are counted.

Running Example. This is better seen by returning
to the running example presented in subsection 2.1.2. As
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described above, the upper-estimate of the probability of
the bigram A → B, based on the enumeration of the ways
to form it in a document of size 3 is:

`
3

2

´
( 1

3
)2 = 9

27
, whereas

the actual probability of A → B is 7

27
. This stems from

the fact that in the document AAB (respectively ABB),
there exists two ways to form the bigram A → B, using the
two occurrences of A (respectively B). Hence, out of the 27
possible equiprobable documents, 9 ways to form the bigram
A → B are found in the 7 documents that contain it.

With longer documents, the loss of precision due to those
cases can be considerable. Still assuming we are interested
in the bigram A → B, we will count one extra occurrence
for every document that matches *A*B*B*, where * is used
as a wildcard. Similarly, 8 ways to form A → B are found
in each document matching *A*A*B*B*B*B*.

2.3 An exact formalization based on Markov
Chains

2.3.1 An absorbing Markov Chain.

One interesting way to formalize the problem is to con-
sider it as a sequence of l trials with outcomes X1, X2, . . . , Xl.
Let each of these outcomes belong to the set {0, 1, . . . , n},
where the outcome i signifies that the i-gram A1A2 . . . Ai

has already occurred. This sequence of trials verifies the
following two properties:

(i) All the outcomes X1, X2, . . . , Xl belong to a finite set
of outcomes {0, 1, . . . , n} called the state space of the
system. If i is the outcome of the m-th trial (Xm = i),
then we say that the system is in state i at the m-th
step. In other words, the i-gram A1A2 . . . Ai has been
observed after the m-th word of the document.

(ii) The second property is called the Markov property:
the outcome of each trial depends at most upon the
outcome of the immediately preceding trial, and not
upon any other previous outcome. In other words, the
future is independent of the past, given the present.
This is verified indeed; if we know that we have seen
A1A2 . . . Ai, we only need the probability of Ai+1 to
determine the probability that we will see more of the
desired n-gram during the next trial.

These two properties are sufficient to call the stochastic
process we just defined a (finite) Markov chain. The prob-
lem can thus be represented by an (n + 1)-states Markov
chain M (see figure 1). The state space of the system is
{0, 1, . . . , n} where each state, numbered from 0 to n tells
how much of the n-gram has already been observed. Pres-
ence in state i means that the sequence A1A2 . . . Ai has been
observed. Therefore, Ai+1 . . . An remains to be seen, and the
following expected word is Ai+1. It will be the next word
with probability pi+1, in which case a state transition will
occur from i to (i + 1). Ai+1 will not be the following word
with probability qi+1, in which case we will remain in state i.
Whenever we reach state n, we can denote the experience a
success: the whole n-gram has been observed. The only out-
going transition from state n leads to itself with associated
probability 1 (such a state is said to be absorbing).

2.3.2 Stochastic Transition Matrix (in general).

Another way to represent this Markov chain is to write its
transition matrix.

n2

p
2

p p
n−1

p

q

n

1

n−1

q

0

1 q

p
1 1

p
n

Figure 1: State-transition diagram of the Markov

Chain M.

For a general finite Markov chain, let pi,j denote the tran-
sition probability from state i to state j for 1 ≤ i, j ≤ n. The
(one-step) stochastic transition matrix is:

P =

0

B
B
@

p1,1 p1,2 . . . p1,n

p2,1 p2,2 . . . p2,n

. . .

pn,1 pn,2 . . . pn,n

1

C
C
A

Theorem 2.1. [6] Let P be the transition matrix of a
Markov chain process. Then the m-step transition matrix is
equal to the m-th power of P. Furthermore, the entry pi,j(m)
in P m is the probability of stepping from state i to state j

in exactly m transitions.

2.3.3 Our stochastic transition matrix of interest.

For the Markov chain M defined above, the corresponding
stochastic transition matrix is the following (n+1)× (n+1)
square matrix:

M =

0

B
B
B
B
B
B
B
B
B
B
@

states 0 1 2 . . . n − 1 n

0 q1 p1 0 . . . . . . 0

1 0 q2 p2

. . .
...

...
. . .

. . .
. . .

. . .
...

...
. . .

. . .
. . . 0

...
. . . qn pn

n 0 . . . . . . . . . 0 1

1

C
C
C
C
C
C
C
C
C
C
A

Therefore, the probability of the n-gram A1 → A2 →
· · · → An to occur in a document of size l is the probability
of stepping from state 0 to state n in exactly l transitions.
Following Theorem 2.1, this value resides at the intersection
of the first row and the last column of the matrix M l:

M
l =

0

B
B
@

m1,1(l) m1,2(l) . . . m1,n+1(l)

m2,1(l) m2,2(l) . . . m2,n+1(l)
. . .

mn+1,1(l) mn+1,2(l) . . . mn+1,n+1(l)

1

C
C
A

Thus, the result we are seeking can be obtained by raising
the matrix M to the power l, and looking at the value in the
upper-right corner. In terms of computational complexity,
however, one must note that to multiply two (n+1)×(n+1)
square matrices, we need to compute (n+1) multiplications
and n additions to calculate each of the (n + 1)2 values
composing the resulting matrix. To raise a matrix to the
power l means to repeat this operation l − 1 times. The
resulting time complexity is then O(ln3).

One may object that more time-efficient algorithms for
matrix multiplication exist. The lowest exponent currently
known is by Coppersmith and Winograd: O(n2.376) [3]. Such
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results are achieved by studying how matrix multiplication
depends on bilinear and trilinear combinations of factors.
The strong drawback of those techniques is the presence of
a constant factor so large that it removes the benefits of the
lower exponent for all practical sizes of matrices [8]. For
our purpose, the use of such an algorithm is typically more
costly than to use the naive O(n3) matrix multiplication.

Linear algebra techniques, and a careful exploitation of
the specificities of the stochastic matrix M will, however,
permit to perform a few transformations that will drastically
reduce the computational complexity of M l.

2.3.4 The Jordan normal form

Definition: A Jordan block Jλ is a square matrix whose
elements are zero except for those on the principal diagonal,
which are equal to λ, and for those on the first superdiago-
nal, which are equal to unity. Thus:

Jλ =

0

B
B
B
B
@

λ 1 0

λ
. . .

. . . 1
0 λ

1

C
C
C
C
A

.

Theorem 2.2. (Jordan normal form) [11] If A is a gen-
eral square matrix, then there exists an invertible matrix S

such that

J = S
−1

AS =

0

B
@

J1 0
. . .

0 Jk

1

C
A ,

where the Ji are ni × ni Jordan blocks. The same eigenval-
ues may occur in different blocks, but the number of distinct
blocks corresponding to a given eigenvalue is equal to the
number of eigenvectors corresponding to that eigenvalue and
forming an independent set. The number k and the set of
numbers n1, . . . , nk are uniquely determined by A.

In the following subsection we will demonstrate that M

is a matrix such that there exists only one block for each
eigenvalue.

2.3.4.1 Uniqueness of the Jordan block correspond-
ing to any given eigenvalue of M .

Theorem 2.3. For the matrix M , no two eigenvectors
corresponding to the same eigenvalue can be linearly inde-
pendent.

Proof. Because M is triangular, its characteristic poly-
nomial is the product of the diagonals of (λIn+1 − M):
f(λ) = (λ − q1)(λ− q2) . . . (λ − qn)(λ − 1). The eigenvalues
of M are the solutions of the equation f(λ) = 0. Therefore,
they are the distinct qi’s, and 1.

Now let us show that whatever the order of multiplicity
of such an eigenvalue (how many times it occurs in the set
{q1, . . . , qn, 1}), it has only one associated eigenvector. The
eigenvectors associated to a given eigenvalue e are defined
as the non null solutions of the equation M · V = e · V . If
we write the coordinates of V as [v1, v2, . . . , vn+1], we can
observe that M · V = e · V results in a system of (n + 1)
equations, where, for 1 ≤ j ≤ n, the j-th equation permits

to express vj+1 in terms of vj , and therefore in terms of v1.
That is,

for 1 ≤ j ≤ n : vj+1 =
e − qj

pj

vj =
(e − qj) . . . (e − q1)

pj . . . p1

v1.

In general (for all the qi’s), v1 can be chosen freely to have
any non null value. This choice will uniquely determine all
the values of V .

Since the general form of the eigenvectors corresponding
to any eigenvalue of M is V = [v1, v2, . . . , vn+1], where all
the values can be determined uniquely by the free choice of
v1, it is clear that no two such eigenvectors can be linearly
independent. Hence, one and only one eigenvector corre-
sponds to each eigenvalue of M .

Following theorem 2.2, this means that there is a single
Jordan block for each eigenvalue of M , whose size equals to
the order of algebraic multiplicity of the eigenvalue, that is,
its number of occurrences in the principal diagonal of M .
In other words, there is a distinct Jordan block for every
distinct qi (and its size equals the number of occurrences of
qi in the main diagonal of M), plus a block of size 1 for the
eigenvalue 1. Therefore we can write

J = S
−1

MS =

0

B
B
@

Je1
0

. . .

0 Jeq

1

C
C
A

,

where the Jei
are ni × ni Jordan blocks, corresponding to

the distinct eigenvalues of M . Following general properties
of the Jordan normal form, we have

J
l =

0

B
B
B
@

J l
e1

0

. . .

0 J l
eq

1

C
C
C
A

.

Also,

M
l =

l times
z }| {
`
SJS

−1
´
·
`
SJS

−1
´
. . .
`
SJS

−1
´

= S · J ·

(l − 1) times
z }| {
`
S

−1 · S
´
· J ·

`
S

−1 · S
´
· J . . .

`
S

−1 · S
´
· J ·S−1

= S ·

l times
z }| {

J · J . . . J ·S−1

= S · J l · S−1
.

Therefore, by multiplying the first row of S by J l, and
multiplying the resulting vector by the last column of S−1,
we do obtain the upper right value of M l, that is, the prob-
ability of the n-gram (A1 → · · · → An) to appear in a
document of size l.

2.3.4.2 Calculating powers of a Jordan block.
As mentioned above, to raise J to the power l, we can

simply write a direct sum of the Jordan blocks raised to the
power l. In this section, we will show how to compute J l

ei

for a Jordan block Jei
.

Let us define Dei
and Nei

such that Jei
= Dei

+ Nei
,

where Dei
contains only the principal diagonal of Jei

, and
Nei

only its first superdiagonal. That is,
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Dei
=

0

B
B
B
@

ei 0
ei

. . .

0 ei

1

C
C
C
A

and Nei
=

0

B
B
B
@

0 1 0
. . .

1
0 0

1

C
C
C
A

.

Observing that Nei
Dei

= Dei
Nei

, we can use the bino-
mial theorem:

J
l
ei

= (Dei
+ Nei

)l =
lX

k=0

 

l

k

!

N
k
ei

D
l−k
ei

Because Nei
is nilpotent (Nk

ei
= 0, ∀k ≥ ni), we can

shorten the summation to:

J
l
ei

= (Dei
+ Nei

)l =

ni−1
X

k=0

 

l

k

!

N
k
ei

D
l−k
ei

Hence, to calculate J l
ei

, one can compute the powers of
Dei

and Nei
from 0 to l, which is a fairly simple task. The

power of a diagonal matrix is easy to compute, as it is an-
other diagonal matrix where each term of the original matrix
is raised to the same power as the matrix. Dj

ei
is thus iden-

tical to Dei
, except that the main diagonal is filled with the

value e
j
i instead of ei. To compute Nk

ei
is even simpler. Each

multiplication of a power of Nei
by Nei

results in shifting
the non-null diagonal one row upwards.

The result of Nk
ei

Dj
ei

resembles N j
ei

, except that the ones
on the only non-null diagonal (the j-th superdiagonal) are
replaced by the value of the main diagonal of Dj

ei
, that is

e
j
i . Therefore, we have:

N
k
ei

D
l−k
ei

=

0

B
B
B
B
B
@

0 el−k
i 0

. . .

el−k
i

0 0

1

C
C
C
C
C
A

.

Since each value of k corresponds to a distinct diagonal,
the summation

Pl

k=0

`
l

k

´
Nk

ei
Dl−k

ei
is easily written as:

J
l
ei

=
lX

k=0

 

l

k

!

N
k
ei

D
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=

0

B
B
B
B
B
B
B
@

`
l

0

´
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i . . .
`

l

k

´
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i . . .
`

l

ni−1

´
· el−ni+1

i

. . .
. . .

...
`

l
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´
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i

`
l

k

´
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i

. . .
...

0
`

l

0

´
· el

i

1

C
C
C
C
C
C
C
A

.

2.3.5 Conclusion

The probability of the n-gram (A1 → · · · → An) in a
document of size l can be obtained as the upper-right value
in the matrix M l such that:

M
l = SJ

l
S

−1 = S

0

B
B
B
@

J l
e1

0

. . .

0 J l
eq

1

C
C
C
A

S
−1

,

o/seen:

0

qqaa=2/3=2/3 bq =2/3

1
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p
a
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b
=1/3

seen:AB

2

1

Figure 2: State-transition diagram of the Markov

Chain corresponding to our running example.

where the J l
ei

blocks are as described above, while S and

S−1 are obtained through the Jordan Normal Form theorem
(Theorem 2.2). We actually only need the first row of S and
the last column of S−1, as we are not interested in the whole
matrix M l but in its upper-right value only.

In the next subsection we will calculate the worst case
time complexity of the technique that we just presented.
Before that, let us return to the running example presented
in subsection 2.1.2.

2.3.6 Running Example.

The state-transition diagram of the Markov Chain corre-
sponding to the bigram A → B has only three states (fig-
ure 2). The corresponding transition matrix is:

Mre =

0

@

2

3

1

3
0

0 2

3

1

3

0 0 1

1

A .

Following Theorem 2.2 on the Jordan normal form, there
exists an invertible matrix Sre such that

Jre = S
−1
re MreSre =

0

@
J 2

3

0

0 J1

1

A ,

where J1 is a block of size 1, and J 2

3

a block of size 2 since

qa = qb = 2

3
. We can actually write Jre as:

Jre =

0

@

2

3
1 0

0 2

3
0

0 0 1

1

A .

Since we seek the probability of the bigram A → B in a
document of size 3, we need to calculate J3

re:

J
3
re =

0

@

`
3

0

´
( 2

3
)3

`
3

1

´
( 2

3
)2 0

0
`
3

0

´
( 2

3
)3 0

0 0 1

1

A =

0

@

8

27

4

3
0

0 8

27
0

0 0 1

1

A .

In the next subsection, we will give further details as to
the practical computation of Sre and the last column of
its inverse S−1

re . For now, let us simply assume they were
calculated, and we can thus obtain the probability of the
bigram AB in a document of length 3 as:

P (A → B, 3) =

1st row of S
z }| {

(1 0 1)

0

@

8

27

4

3
0

0 8

27
0

0 0 1

1

A

last col. of S−1

z }| {
0

@

−1
− 1

3

1

1

A

=
7

27
.

Our technique indeed obtains the right result. But how
efficiently is it obtained? We overview an answer to this
question in the following subsection.
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2.4 Algorithmic Complexity
The process of calculating the probability of occurrence

of an n-gram in a document of size l consists of two main
phases: calculating J l, and computing the transformation
matrix S and its inverse S−1.

Below, we will study the worst case time complexity, but
it is interesting to observe that in practice, for a corpus
big enough, the number of words equally-weighed should be
small. This is especially true since, following Zipf’s law,
infrequent words are most likely to have equal weights, and
they precisely are often pruned during preprocessing.

The following complexity analysis might be easier to fol-
low, if studied together with the general formulas of M l and
the Jordan blocks as presented in the conclusion of subsec-
tion 2.3 (subsection 2.3.5).

2.4.1 Time complexity of the J l calculation

Observing that each block J l
i contains exactly ni distinct

values, we can see that J l contains
P

1≤k≤q
nk = n + 1 dis-

tinct values. Those (n+1) values are (n+1) multiplications
of a binomial coefficient by a power of an eigenvalue.

The computation of the powers between 0 and l of each
eigenvalue is evidently achieved in O(lq), because each of
the q distinct eigenvalues needs to be multiplied by itself l

times.
For every Jordan block J l

i , the binomial coefficients to be
computed are:

`
l

0

´
,
`

l

1

´
, . . . ,

`
l

ni−1

´
. For the whole matrix J l,

we thus need to calculate
`

l

k

´
where 0 ≤ k ≤ maxblock and

maxblock = maxq
i=1 ni. Observing that

`
l

j+1

´
=
`

l

j

´
l−j

j+1
, and

thus, that
`

l

j+1

´
can be computed from

`
l

j

´
in a constant

number of operations, we see that the set {
`

l

k

´
| 1 ≤ k ≤

maxblock} can be computed in O(maxblock).
If l < n, the probability of occurrence of the n-gram in l is

0, since the n-gram is longer than the document. Therefore,
the current algorithm is only used when l ≥ n ≥ maxblock.
We can therefore conclude that the time complexity of

the computation of J l is O(lq).

2.4.2 Calculating the transformation matrix S

Following general results of linear algebra [11], the (n +
1) × (n + 1) transformation matrix S can be written as:

S =
ˆ
S1S2 . . . Sq

˜
,

where each Si is an ni × (n+1) matrix corresponding to the
eigenvalue ei, and such that Si =

ˆ
vi,1vi,2 . . . vi,ni

˜
, where:

• vi,1 is an eigenvector associated with ei, thus such that,
Mvi,1 = eivi,1, and

• vi,j , for all j = 2 . . . ni, is a solution to the equation
Mvi,j = eivi,j + vi,j−1.

The vectors vi,1vi,2 . . . vi,ni
are sometimes called general-

ized eigenvectors of ei. We have already seen in section 2.3.4,
that the first coordinate of each eigenvector can be assigned
freely, and that every other coordinate can be expressed in
function of its immediately preceding coordinate. Therefore
it takes a constant number of operations to calculate the
value of each coordinate of an eigenvector, and each eigen-
vector can be computed in O(n). It is equally provable that
the generalized eigenvectors can be expressed and calculated
in a constant number of operations. Following this fact, each
column of S can be computed in O(n), and thus the whole

matrix S in O(n2).

2.4.3 The inversion of S

The general inversion of an (n+1)×(n+1) matrix can be
done in O(n3) through Gaussian elimination. To calculate
only the last column of S−1 does not help, since the resulting
system of (n + 1) equations still requires O(n3) operations
to be solved by Gaussian elimination.

However, some specificities of our problem will again per-
mit an improvement over this general complexity. When
calculating the similarity matrix S, we can ensure that S

is a column permutation of an upper-triangular ma-

trix. It is therefore possible to calculate the last column
of S−1 by solving a triangular system of linear equations
through a backward substitution mechanism. The compu-

tation of the last column of S−1 is thus achieved in

O(n2).

2.4.4 Conclusion

To obtain the final result, the probability of occurrence of
the n-gram in a document of size l, it remains to multiply
the first row of S by J l, and the resulting vector by the
last column of S−1. The second operation takes (n + 1)
multiplications and n additions. It is thus O(n).

The general multiplication of a vector of size (n+1) by an
(n+1)× (n+1) square matrix takes (n+1) multiplications
and n additions for each of the (n+1) values of the resulting
vector. This is thus O(n2). However, we can use yet another
trick to improve this complexity. When we calculated the
matrix S, we could assign the first row values of each column
vector freely. We did it in such a way that the only non-null
values on the first row of S are unity, and that they occur on
the q eigenvector columns (these same choices ensured that
S is a column permutation of an upper-triangular matrix).
Therefore, to multiply the first row of S by a column vector
simply consists in the addition of the q terms of index equal
to the index of the eigenvectors in S. That operation of
order O(q) needs to be repeated for each column of J l. The
multiplication of the first row of S by J l is thus O(nq).

The worst case time complexity of the computation of
the probability of occurrence of an n-gram in a document
of size l is finally max{O(lq), O(n2)}. Since our problem
of interest is limited to l ≥ n (otherwise the probability
of occurrence is 0), an upper bound of the complexity for
computing the probability of occurrence of an n-gram

in a document of size l is O(ln). This is clearly better
than directly raising M to the power l, which is O(ln3).

3. EXPECTED DOCUMENT FREQUENCY

OF A WORD SEQUENCE
Now that we have defined a formula to calculate the prob-

ability of occurrence of an n-gram in a document of size l,
we can use it to calculate the expected document frequency
of the n-gram in the whole document collection D. Assum-
ing the documents are mutually independent, the expected
frequency in the document collection is the sum of the prob-
abilities of occurrence in each document:

Exp df(A1 → . . . An, D) =
X

d∈D

p(A1 → . . . An, |d|),

where |d| stands for the number of word occurrences in the
document d.

Naive Computational Complexity. We can compute
the probability of an n-gram to occur in a document in
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O(ln). A separate computation and summation of the val-
ues for each document can thus be computed in O(|D|ln),
where |D| stands for the number of documents in D.

In practice, we can improve the computational efficiency
by counting the number of documents of same length and
multiplying this number by the probability of occurrence
of the n-gram in a document of that size, rather than re-
processing and summing up the same probability for each
document of equal size. But as we are currently considering
the worst case time complexity of the algorithm, we are fac-
ing the worst case situation in which every document has a
distinct length.

Better Computational Complexity. We can achieve
better complexity by summarizing everything we need to
calculate and organizing the computation in a sensible way.
Let L = maxd∈D |d| be the size of the longest document in
the collection. We first need to raise the Jordan matrix J

to the power of every distinct document length, and then
to multiply the (at worst) |D| distinct matrices by the first
row of S and the resulting vectors by the last column of its
inverse S−1.

The matrix S and the last column of S−1 need to be
computed only once, and as we have seen previously, this is
achieved in O(n2), whereas the |D| multiplications by the
first row of S are done in O(|D|nq). It now remains to find
the computational complexity of the various powers of J .

We must first raise each eigenvalue ei to the power L,
which is an O(Lq) process. For each document d ∈ D, we

obtain all the terms of J |d| by (n + 1) multiplications of
powers of eigenvalues by a set of combinatorial coefficients
computed in O(maxblock). The total number of such multi-
plications is thus O(|D|n), an upper bound for the compu-
tation of all combinatorial coefficients. The worst case time
complexity for computing the set { J |d| | d ∈ D}, is thus
max{O(|D|n), O(Lq)}.

Finally, the computational complexity for calculat-

ing the expected frequency of an n-gram in a docu-

ment collection D is max{O(|D|nq), O(Lq)}, where q is
the number of words in the n-gram having a distinct prob-
ability of occurrence, and L is the size of the longest doc-
ument in the collection. The improvement is considerable
compared to the naive technique’s O(|D|ln3).

4. DIRECTEVALUATIONOFLEXICALCO-

HESIVE RELATIONS
The evaluation of lexical cohesion is a difficult problem.

Attempts of direct evaluation are rare, simply due to the
subjectivity of any human assessment and due to the wide
acceptance that we first need to know what we want to do
with a lexical unit before being able to decide whether or
not it is relevant for that purpose. A common application of
research in lexical cohesion is lexicography, where the eval-
uation is carried out by human experts who simply look at
phrases to assess them as good or bad. This process permits
to score the extraction process with highly subjective mea-
sures of precision and recall. However, a linguist interested
in the different forms and uses of the auxiliary “to be” will
have a different view of what is an interesting phrase than a
lexicographer. What a human expert judges as uninterest-
ing may be highly relevant to another.

Hence, most evaluation has been indirect, through ques-
tion answering, topic segmentation, text summarization, and

passage or document retrieval [12]. To pick the last case,
such an evaluation consists in trying to figure out which are
the phrases that permit to improve the relevance of the list
of documents returned. A weakness of indirect evaluation
is that it hardly shows whether an improvement is due to
the quality of the phrases, or to the quality of the technique
used to exploit them.

There is a need to fill the lack of a general purpose direct
evaluation technique, one where no subjectivity or knowl-
edge of the domain of application will interfere. Our tech-
nique permits exactly that, and this section will show how.

4.1 Hypothesis testing
A general approach to estimate the interestingness of a set

of events is to measure their statistical significance. In other
words, by evaluating the validity of the assumption that an
event occurs only by chance (the null hypothesis), we can
decide whether the occurrence of that event is interesting or
not. If a frequent occurrence of a multi-word unit was to be
expected, it is less interesting than if it comes as a surprise.

To estimate the quality of the assumption that an n-gram
occurs by chance, we need to compare its (by chance) ex-
pected frequency and its observed frequency. There exists a
number of statistical tests, extensively described in statistics
textbooks, even so in the specific context of natural language
processing [9]. In this paper, we will base our experiments
on the t-test :

t =
Obs df(A1 → . . . An, D) − Exp df(A1 → . . . An, D)

p
|D|Obs DF (A1 → . . . An)

4.2 Example of non-contiguous lexical units:
MFS

Maximal Frequent Sequences (MFS) [1] are word sequences
built with an unlimited gap, no stoplist, no POS analysis
and no linguistic filtering. They are defined by two charac-
teristics:

• A sequence is said to be frequent if its document fre-
quency is higher than a given threshold.

• A sequence is maximal, if there exists no other frequent
sequence that contains it.

Thus, MFSs correspond very well to our technique, since the
extraction algorithm provides each extracted MFS with its
document frequency. To compare the observed frequency of
MFSs to their expected frequency is thus especially mean-
ingful, and it will permit to rank a set of MFSs with respect
to their statistical significance.

4.3 Experiments

4.3.1 Corpus

For experiments we used the publicly available Reuters-
21578 newswire collection 1, which originally contains about
19, 000 non-empty documents. We split the data into 106, 325
sentences. The average size of a sentence is 26 word occur-
rences, while the longest sentence contains 260.

Using a minimum frequency threshold of 10, we extracted
4, 855 MFSs, distributed in 4, 038 2-grams, 604 3-grams, 141
4-grams, and so on. The longest sequences had 10 words.

1http://www.daviddlewis.com/resources/textcollections/reuters21578
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t-test n-gram expected observed

0.03109 los angeles 0.08085 103
0.02824 kiichi miyazawa 0.09455 85
0.02741 kidder peabody 0.04997 80
0.02666 morgan guaranty 0.20726 76
0.02485 latin america 0.65666 67

Table 1: Overall Best 5 MFSs

t-test n-gram expected observed

9.6973-03 het comite 0.6430-03 10
9.6972-03 piper jaffray 0.8184-03 10
9.6969-03 wildlife refuge 0.0522-03 10
9.6968-03 tate lyle 0.1458-03 10
9.6968-03 g.d searle 0.1691-03 10

8.2981-03 pacific security 1.4434 10
8.2896-03 present intervention 1.4521 10
8.2868-03 go go 1.4551 10
8.2585-03 bills holdings 1.4843 10
8.2105-03 cents barrel 1.5337 10

Table 2: The t-test applied to the 5 best and worst

bigrams of frequency 10

The expected document frequency and the t-test of all the
MFSs were computed in 31.425 seconds on a laptop with a
1.40 Ghz processor and 512Mb of RAM. We used an im-
plementation of a simplified version of the algorithm that
does not make use of all the improvements presented in this
paper.

4.3.2 Results

Table 1 shows the overall best-ranked MFSs. In Table 2,
we can compare the best-ranked bigrams of frequency 10
to their last-ranked counterparts, noticing a difference in
quality that observed frequency alone does not reveal.

It is important to note that our technique permits to rank
longer n-grams amongst pairs. For example, the best-ranked
n-gram of size higher than 2 lies in the 10th position: “chan-
cellor exchequer nigel lawson” with t-test value 0.023153, ob-
served frequency 57, and expected frequency 0.2052e − 07.

In contrast to this high-ranked 4-gram, the last-ranked
n-gram of size 4 occupies the 3, 508th position: “issuing
indicated par europe” with t-test value 0.009698, observed
frequency 10, and expected frequency 22.25e − 07.

5. CONCLUSION
We presented a novel technique for calculating the prob-

ability and expected document frequency of any given non-
contiguous lexical cohesive relation. We found a Markov
representation for the problem and exploited the specifici-
ties of that representation to obtain a low computational
complexity.

We further described a method that compares observed
and expected document frequencies through a statistical test
as a way to give a direct numerical evaluation of the intrinsic
quality of a multi-word unit (or of a set of multi-word units).
This technique does not require work of a human expert, and
it is fully language- and application-independent.

It is generally accepted that, in English, two words at a

distance five or more are not connected. We can attempt
to deal with this by using short documents, for example
sentences, or even comma-separated units.

A weakness that our approach shares with most language
models is the assumption that terms occur independently
from each other. In the future, we hope to present more ad-
vanced Markov representations that will permit to account
for term dependency.
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ABSTRACT 
Topic Segmentation is the task of breaking documents into 
topically coherent multi-paragraph subparts. In particular, Topic 
Segmentation is extensively used in Passage Retrieval and Text 
Summarization to provide more coherent results by taking into 
account raw document structure. However, most methodologies 
are based on lexical repetition that show evident reliability 
problems or rely on harvesting linguistic resources that are 
usually available only for dominating languages and do not apply 
to less favored and emerging languages. Moreover, most systems 
have been evaluated using Choi�s data set [1] which is biased for 
systems using mostly lexical repetition. As a consequence, these 
systems are not tested in real-world environments and their 
application may prove worst results than presented in the 
literature. In order to tackle all these drawbacks, we present an 
innovative Topic Segmentation system based on a new 
informative similarity measure based on word co-occurrences and 
evaluate it on a set of web documents within which Multiword 
Units have previously been identified. 

Categories and Subject Descriptors 
H.3.1 [Information Storage and Retrieval]: Content Analysis 
and Indexing � abstracting methods.  

General Terms 
Algorithms, Measurement, Experimentation. 

Keywords 
Unsupervised Topic Segmentation, Evaluation on Single Domain 
Web Documents, Text Summarization, Passage Retrieval. 

1. INTRODUCTION 
This paper introduces a new technique for improving access to 
information dividing lengthy documents into topically coherent 
sections. This research area is commonly called Topic 
Segmentation and can be defined as the task of breaking 
documents into topically coherent multi-paragraph subparts.  

In order to provide solutions to access useful information from the 
ever-growing number of documents on the web, such 
technologies are crucial as people who search for information are 
now submerged with unmanageable quantities of texts. 
For that purpose, Topic Segmentation has extensively been used 
in Information Retrieval and Text Summarization. In the context 
of Information Retrieval, it is clear that some user should prefer a 
document in which the occurrences of a word are concentrated 
into one or two paragraphs since such a concentration is more 
likely to contain a definition of the queried concept and as a 
consequence the system is more likely to retrieve useful 
information. This particular research domain is usually called 
Passage Retrieval and proposes techniques to extract fragments of 
texts relevant to a query [2][3][4]. In the context of Text 
Summarization, Topic Segmentation is usually used as the basic 
text structure in order to apply sentence extraction and sentence 
compression techniques [5][6][7]. 
In this paper, we present an innovative Topic Segmentation 
system based on a new informative similarity measure that takes 
into account word co-occurrence in order to avoid the 
accessibility to existing linguistic resources such as electronic 
dictionaries or lexico-semantic databases. In particular, our 
architecture solves three main problems evidenced by previous 
research. First, systems based uniquely on lexical repetition show 
reliability problems [8][9][10][11][12] as common writing rules 
prevent from using lexical repetition. Second, systems based on 
lexical cohesion, using existing linguistic resources that are 
usually only available for dominating languages like English, 
French or German, do not apply to less favored and emerging 
languages [13][14]. Third, systems that need previously existing 
harvesting training data [15] do not adapt easily to new domains 
as training data is usually difficult to find or build depending on 
the domain being tackled. Instead, our architecture proposes a 
language-independent unsupervised solution, similar to [16][17], 
defending that Topic Segmentation should be done �on the fly� 
on any text thus avoiding the problems of 
domain/genre/language-dependent systems that need to be tuned 
each time one of these parameters changes (domain, genre or 
language). 
In order to show the results of our system in real-world 
conditions, we propose two different evaluations on a set of web 
documents: (1) one based only on words and (2) one based on the 
set of documents within which multiword units have previously 
been identified �on the fly�. Unlike other methodology that have 
been evaluated on Choi�s data set [1] which relies on small texts 
of different domains within which lexical repetition is high, we 
propose an evaluation on real-world texts where lexical 
distribution does not overuse repetition. In particular, we show 
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that the introduction of semantic information into the set of 
documents such as Multiword Units leads to better results.  
This paper is divided into five sections. First, we show the main 
differences between our work and the existing ones, in particular 
the systems proposed by [16] and [17]. Second, we show the 
weighting process of each word of the input text corpus. Third, 
we introduce our main innovation i.e. the informative similarity 
measure. Fourth, we define how subparts can be elected from the 
values of the informative similarity measure. And fifth, we 
propose an evaluation on a real-world situation using �on the fly� 
identification of Multiword Units. 

2. RELATED WORK 
[8], [9] and [12] have proposed different architectures based on 
lexical item1 repetition: respectively, TextTiling, Dotplotting and 
the Link Set Median Procedure. However, it has been proved that 
systems based on lexical repetition are not reliable when applied 
to non-technical texts without small controlled vocabularies. For 
instance, articles in newspapers tend to avoid word repetition. In 
fact, good writing should avoid word repetition. As a 
consequence, these techniques can only be applied to technical 
texts where synonyms rarely exist for a given concept so that 
word repetition is almost compulsory.  
In order to avoid these limitations, [14] has proposed an 
architecture based on a Semantic Network built from the English 
Dictionary (LDOCE) from which lexical cohesion can be fine-
grained induced. First, [13] had proposed a discourse 
segmentation algorithm based on lexical cohesion relations called 
lexical chains using Roget�s thesaurus. However, these linguistic 
resources are not available for the majority of languages so that 
their application is drastically limited and as a consequence do not 
apply to less favored and emerging languages. 
In order to avoid the use of huge linguistic resources, [15] have 
proposed a technique for identifying document boundaries using 
statistical techniques. So, they built statistical models within a 
framework which incorporated a number of cues about the story 
boundaries such as the appearance of particular words before a 
boundary and the appearance of cue words in the beginning of the 
previous sentence of a boundary. Unfortunately, this work is 
limited by the need of previously existing harvesting training data 
as it proposes a supervised solution to the problem of Topic 
Segmentation. Once more, it lacks in flexibility as new training is 
necessary when the genre/domain/language change.  
It is clear that unsupervised language-independent techniques that 
automatically induce some degree of semantics propose a 
promising solution to solve all the exposed problems. [16] and 
[17] have proposed such techniques. [16] proposes to identify a 
lexical network based on word collocation frequency statistics 
and cluster analysis. However, he does not propose a classical 
Topic Segmentation technique but rather a Topic Detection 
system as he does not output boundaries in the text. [17] propose 
a Topic Segmentation technique based on the Local Content 
Analysis [18] allowing to substituting each sentence with words 
and phrases related to it. A pairwise similarity measure is then 
calculated between all transformed sentences and then introduced 
into a final score in order to find at each point in the corpus the 
best block that maximizes the score function. The important point 

                                                                 
1 A lexical item can be a sequence of characters, a stem, a 
morphological root, a word or an ngram. 

to focus on is the use of the Local Content Analysis that 
introduces some degree of semantics to the system without 
requiring harvesting linguistic resources and thus reducing the 
problem of word repetition. In order to introduce endogenously 
acquired semantic knowledge, [19] has also proposed to 
automatically extract collocations from texts in order to compute 
semantic similarity measures2.  
Although our approach tends to stand to the basic ideas of these 
unsupervised methodologies, we differ from them as we clearly 
pose the problem of word weighting for the specific task of Topic 
Segmentation. Indeed, most of the presented systems only rely on 
frequency and/or the tf.idf measure proposed by [20][21] of their 
lexical items. However, we deeply think that better weighting 
measures can be proposed. For that purpose, we introduce a new 
weighting score based on three heuristics: the well-known tf.idf 
measure, the adaptation of the tf.idf measure for sentences, the 
tf.isf, and a new density measure that calculates the density of 
each word in the text. Moreover, in order to introduce a certain 
degree of semantics in our system, we propose a new informative 
similarity measure that includes in its definition the Equivalence 
Index Association Measure proposed by [22] so that word co-
occurrence information is directly embedded in the calculation of 
the similarity between blocks of sentences. Thus, unlike [17], we 
propose a well-founded mathematical model that deals with the 
word co-occurrence factor. Finally, like classical methodologies, 
our system then calculates the similarity of each sentence in the 
corpus with the previous block of k sentences and the next block 
of k sentences and then elects the best text boundaries based on 
the standard deviation algorithm proposed by [8]. 

3. WEIGHTING SCORE 
Our algorithm is based on the vector space model which 
determines the similarity of neighboring groups of sentences and 
places subtopic boundaries between dissimilar blocks. In our 
specific case, each sentence in the corpus is evaluated in terms of 
similarity with the previous block of k sentences and the next 
block of k sentences.  
The simplest form of the vector space model treats a document (in 
our case, a sentence or a group of sentences) as a vector whose 
values correspond to the number of occurrences of the words 
appearing in the document as in [8]. Although [8] showed 
successful results with this weighting scheme, we strongly believe 
that the importance of a word in a document does not only depend 
on its frequency. Indeed, frequency can only be reliable for 
technical texts where ambiguity is drastically limited and word 
repetition largely used. But unfortunately, these documents are an 
exception in the global environment of the internet for example. 
According to us, two main factors must be taken into account to 
define the relevance of a word for the specific task of Topic 
Segmentation: its semantic importance, based on its frequency but 
also on its inverse document frequency (idf) [20][21] and its 
distribution across the text. For that purpose, we propose a new 
weighting scheme based on three heuristics: the well-known tf.idf 
measure, the adaptation of the tf.idf measure for sentences, the 
tf.isf, and a new density measure that calculates the density of 
each word in the text. 
 

                                                                 
2 We will show in our final section that this methodology proves 

to lead to encouraging results. 
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3.1 The tf.idf Score 
The basic idea of the tf.idf score [21] is to evaluate the importance 
of a word within a document based on its frequency (i.e. frequent 
words within a document may reflect its meaning more strongly 
than words that occur less frequently) and its distribution across a 
collection of documents (i.e. terms that are limited to a few 
documents are useful for discriminating those documents from the 
rest of the collection). The tf.idf score is defined in equation 1 
where w is a word and d a document. 
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For each w in document d, we compute its relative term 
frequency, i.e. the number of occurrences of w in d, tf(w; d), 
divided by the number of words in d, |d|. We then compute the 
inverse document frequency of w [20] by taking the log2 of the 
ratio of N, the number of documents in our experiment, to the 
document frequency of w, i.e. the number of documents in which 
the word w occurs (df(w)). 
 

However, not all relevant words in a document are useful for 
Topic Segmentation. For instance, relevant words appearing in all 
sentences will be of no help to segment the text into topics. For 
that purpose, we extend the idea of the tf.idf to sentences. 
 

3.2 The tf.isf Score 
The basic idea of the tf.isf score is to evaluate each word in terms 
of its distribution over the document. Indeed, it is obvious that 
words occurring in many sentences within a document may not be 
useful for Topic Segmentation purposes. So, we will define the 
tf.isf to evaluate the importance of a word within a document 
based on its frequency within a given sentence and its distribution 
across all the sentences within the document. The tf.isf score is 
defined in equation 2 where w is a word and s a sentence. 
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For each w in s, we compute its relative sentence term frequency, 
that is the number of occurrences of w in s, stf(w; s),  divided by 
the number of words in s, |s|. We then compute the inverse 
sentence frequency of w by taking the log2 of the ratio of Ns, the 
number of sentences within the document, to the sentence 
frequency of w, i.e. the number of sentences in which the word w 
occurs (sf(w)). As a result, a word occurring in all sentences of the 
document will have an inverse sentence frequency 0 giving it no 
chance to be a relevant word for Topic Segmentation. On the 
opposite, a word which occurs very often in one sentence but in 
very few other sentences will have a high inverse sentence 
frequency as well as a high sentence term frequency and thus a 
high tf.isf score. Consequently, it will be a strong candidate for 
being a relevant word within the document for the specific task of 
Topic Segmentation. 
However, we can push even further our idea of word distribution. 
Indeed, a word w occurring 3 times in 3 different sentences may 
not have the same importance in all cases. Let�s exemplify. If the 
3 sentences are consecutive, the word w will have a strong 
influence on what is said in this specific region of the text. On the 
opposite, it will not be the case if the word w occurs in the first 
sentence, in the middle sentence and then in the last sentence.  It 

is clear that we must take into account this phenomenon. For that 
purpose, we propose a new density measure that calculates the 
density of each word in a document. 
 

3.3 The Word Density Score 
The basic idea of the word density measure is to evaluate the 
dispersion of a word within a document. So, very disperse words 
will not be as relevant as dense words. In order to evaluate the 
word density, we propose a new measure based on the distance of 
all consecutive occurrences of the word in the document. We call 
this measure dens and is defined in equation 3. 
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For any given word w, its density dens(w,d) in document d, is 
calculated from all the distances between all its occurrences, |w|. 
So, occur(k) and occur(k+1) respectively represent the positions 
in the text of two consecutive occurrences of the word w and 
dist(occur(k), occur(k+1)) calculates the distance that separates 
them in terms of words within the document. Thus, by summing 
their inverse distances, we get a density function that gives higher 
scores to highly dense words.  As a result, a word, the occurrences 
of which appear close to one another, will show small distances 
and as a result a high density. On the opposite, a word, the 
occurrences of which appear far from each other, will show high 
distances and as a result a small word density. 
 

3.4 The Weighting Score 
The weighting score of any word in a document can be directly 
derived from the previous three heuristics. As a matter of fact, by 
combining these three scores, we deal with the two main factors 
that must be taken into account to define the relevance of a word 
for the specific task of Topic Segmentation: its semantic 
importance and its distribution across the document. A 
straightforward definition of the weighting score is given in 
equation 4 where each score is normalized so that they can be 
combined. 
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The next step of the application of the vector space model aims at 
determining the similarity of neighboring groups of sentences. For 
that purpose, it is important to define an appropriate similarity 
measure. That is the objective of our next section. 

4. SIMILARITY BETWEEN SENTENCES 
There are a number of ways to compute the similarity between 
two documents, in our case, between a sentence and a group of 
sentences. Theoretically, a similarity measure can be defined as 
follows. Suppose that Xi = (Xi1, Xi2, Xi3,�, Xip) is a row vector of 
observations on p variables associated with a label i. The 
similarity between two units i and j is defined as Sij = f(Xi,Xj) 
where f is some function of the observed values. In the context of 
our work, the application of a similarity measure is 
straightforward. Indeed, Xi may be regarded as the focus sentence 
and Xj as a specific block of k sentences, each one being 
represented as p-dimension vectors, where p is the number of 
different words within the document and where Xib may represent 
the weighting score of the bth word in the document also 
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appearing in the focus sentence Xi. Our goal here is to find the 
appropriate f function that will accurately evaluate the similarity 
between the focus sentence and the blocks of k sentences. Most 
applications in Natural Language Processing have used the cosine 
similarity measure. However, we will show that it evidences 
problems, like all other similarity measures proposed so far.  
 

4.1 The Drawback of Similarity Measures 
The cosine similarity (Equation 5) determines the angle between 
the vectors associated to two documents (in our case, the focus 
sentence and a group of k sentences). However, when applying 
the cosine similarity between two documents, only the identical 
indexes of the row vectors Xi and Xj will be taken into account i.e. 
if both documents do not have words in common, they will not be 
similar at all and will receive a cosine value of 0. However, this is 
not tolerable. Indeed, it is clear that both sentences (1) and (2) are 
similar although they do not share any word in common: 
 

(1) Ronaldo defeated the goalkeeper once more. 
(2)  Real Madrid striker scored again.  
 

The most interesting idea to avoid word repetition problems is 
certainly to identify lexical cohesion relationships between words. 
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Indeed, systems should take into account semantic information 
that could, for instance, relate Ronaldo to Real Madrid striker. 
For that purpose, many authors have proposed to computationally 
identify these relationships (in particular, the synonym relation) 
using large linguistic resources such as Wordnet [6][23], Roget�s 
thesaurus [13] or LDOCE [14]. However, these huge resources 
are only available for dominating languages and as a consequence 
do not apply to less favored languages.  
 

4.2 The Informative Similarity Measure 
A much more interesting research direction is proposed by [17] 
that propose a Topic Segmentation technique based on the Local 
Content Analysis [18], allowing substituting each sentence with 
words and phrases related to it. Our methodology is based on this 
same idea but differs from it as the word co-occurrence 
information is directly embedded in the calculation of the 
similarity between blocks of sentences thus avoiding an extra-step 
in the topic boundaries discovery. Another direct contribution is 
that, unlike [17], we propose a well-founded mathematical model 
that deals with the word co-occurrence factor. For that purpose, 
we propose a new informative similarity measure that includes in 
its definition the Equivalence Index Association Measure (EI) 
proposed by [22] that has shown successful results in our different 
research works [24] [25]. It is defined in equation 6. 
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The Equivalence Index between words w1 and w2 is calculated 
within a word-context window in order to determine the 

frequency between w1, and w2 (f(w1, w2)) and from a collection of 
documents so that we can evaluate the degree of cohesiveness 
between two words outside the context of the document. This 
collection can be thought as the overall web, from which we are 
able to infer with maximum reliability the �true� co-occurrence 
between two words as it is done in [24]. 
So, the basic idea of our informative similarity measure is to 
integrate into the cosine measure the word co-occurrence factor 
inferred from a collection of documents with the Equivalence 
Index association measure. This can be done straightforwardly as 
defined in equation 7 where EI(Wik,Wjl) is the Equivalence Index 
value between Wik, the word that indexes the vector of the 
document i at position k, and Wjl, the word that indexes the vector 
of the document j at position l. In fact, the informative similarity 
measure can simply be explained as follows. Let�s take the focus 
sentence Xi and a block of sentences Xj. For each word in the 
focus sentence, then for each word in the block of sentences, we 
calculate the product of their weights and then multiply it by the 
degree of cohesiveness existing between those two words 
calculated by the EI. As a result, the more relevant the words will 
be and the more cohesive they will be, the more they will 
contribute for the cohesion within the text and will not contribute 
for a topic shift. 
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The next step of the application aims at placing subtopic 
boundaries between dissimilar blocks. For that purpose, we 
propose a detection methodology based on the standard deviation 
algorithm proposed by [8]. 

5. TOPIC BOUNDARY DETECTION 
Different methodologies have been proposed to place subtopic 
boundaries between dissimilar blocks depending on the models 
used to determine similarity between blocks of sentences [8] [14] 
[15][17][26]. In fact, it is difficult to judge any methodology as 
they differ depending on the research approach. For that purpose, 
we propose a new methodology based on ideas expressed by 
different research. Taking as reference the idea of [17] who take 
into account the preceding and the following contexts of a 
segment, we calculate the informative similarity of each sentence 
in the corpus with its surrounding pieces of texts i.e. its previous 
block of k sentences and its next block of k sentences. The basic 
idea is to know whether the focus sentence is more similar to the 
preceding block of sentences or to the following block of 
sentences. In order to evaluate this preference in an elegant way, 
we propose a score for each sentence in the text in the same way 
[15] compare short and long-range models. Our preference score 
(ps) is defined in equation 8. 
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So, if ps(Si) is positive, it means that the focus sentence Si is more 
similar to the previous block of sentences, Xi-1. Conversely, if 
ps(Si) is negative, it means that the focus sentence Si is more 
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similar to the following block of sentences, Xi+1. In particular, 
when ps(Si) is near 0, it means that the focus sentence Xi is similar 
to both blocks and so we may be in the continuity of a topic. In 
order to illustrate the variations of the ps score, we show, in 
Figure 1, an experiment made with five texts taken from the web 
with five different topics. 
 

 
Figure 1: Preference score variation 

 

In order to better understand the variation of the ps score, each 
time its value goes from positive to negative between two 
consecutive sentences, there exits a topic shift. We will call this 
phenomenon a downhill. In fact, it means that the previous 
sentence is more similar to the preceding block of sentences and 
the following sentence is more similar to the following block of 
sentences thus representing a shift in topic in the text. However, 
not all downhills identify the presence of a new topic in the text. 
Indeed, only deeper ones must be taken into account. They are 
represented in white in Figure 1 and represent the correct changes 
in topic. In order to automatically identify these downhills, and as 
a consequence the topic shifts, we adapt the algorithm proposed 
by [8] to our specific case. So, we propose a threshold that is a 
function of the average and the standard deviation of the 
downhills depths. A downhill is simply defined in equation 9 
whenever the value of the ps score goes from positive to negative 
between two consecutive sentences Si and Si+1. 

11, iiii SpsSpsSSdownhill  (9)

Once all downhills in the text have been calculated, their mean x  
and standard deviation are evaluated. The topic boundaries are 
then elected if they satisfy the constraint expressed in equation 10 
where c is a constant to be tuned. 
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By applying this threshold, we obtain promising results for the 
discovery of topic boundaries for the specific case of web news 
segmentation. We illustrate these results in the next section. 

6. RESULTS 
Topic Segmentation systems [19][27][28] have usually been 
evaluated on [1]�s data set that represents the gold standard for 
evaluation. However, many authors have discussed the validity of 
this test corpus [19][23][27][28] and proposed their own test 
corpus. Indeed, [1]�s data set, also called c99, evidences two 
major drawbacks: (1) it deals with segments of different domains 
and (2) lexical repetition is high within each segment. We propose 
an illustration of the c99 corpus in Figure 2. 
 

The next question is whether board members favor their 

own social classes in their roles as educational policy-

makers. On the whole, it appears that they do not favor 

their own social classes in an explicit way. Seldom is 

there an issue in which class lines can be clearly drawn. 

A hypothetical issue of this sort might deal with the 

establishment of a free public junior college in a 

community where there already was a good private college 

which served the middle-class youth adequately but was 

too expensive for working-class youth. In situations of 

this sort the board generally favors the expansion of 

free education. 

Vincent G. Ierulli has been appointed temporary assistant 

district attorney, it was announced Monday by Charles E. 

Raymond, District Attorney. Ierulli will replace Desmond 

D. Connall who has been called to active military service 

but is expected back on the job by March 31. Ierulli, 29, 

has been practicing in Portland since November, 1959. 
 

Figure 2: Example of the C99 corpus (Directory 3-5, Text 7) 
 

However, it is clear that the c99 corpus does not apply for an 
evaluation oriented towards Text Summarization. Indeed, in this 
case, the texts must cover a single domain and intra-segment 
lexical repetitions are not used as much as in the c99 corpus. 
However, it is likely that there exist inter-segment lexical 
repetitions which unease the process of boundary detection. This 
situation is illustrated in Figure 3 where the inter-segments lexical 
repetitions are covered in yellow and the intra-segments lexical 
repetitions are covered in red. By tackling this particular situation, 
we propose a new challenge compared to other works that have 
been proposed so far and use test corpora based on multi-domain 
and multi-genre segments as in [19][23][28]. In fact, the most 
similar experiment, to our knowledge, is the one proposed by [27] 
who use the Mars novel.  However, their segments are 2650 
words-long while we deal with segments around 100 words each. 
In fact, we aim at proposing a fine-grained system capable of 
finding topic boundaries with high precision in a single domain 
and in short texts. To our knowledge, such a challenge has never 
been attempted so far.  
 

O avançado brasileiro, novo reforço do Sporting, revelou 

hoje que vai viajar rapidamente para Lisboa, com o 

objectivo de assinar pelos «leões», cumprir os habituais 

exames médicos e começar a trabalhar às ordens do técnico 

José Peseiro. «O meu empresário está aí em Lisboa e 

disse-me que estava tudo acertado. Neste momento eu já me 

considero como jogador do Sporting», realçou Mota, em 

declarações à Renascença. O ponta-de-lança «canarinho», 

que está de férias no Brasil, revela que vai precisar de 

algum tempo para alcançar o mesmo nível físico dos 

restantes companheiro: «Vou procurar ficar bem 

fisicamente o mais rapidamente possível para entrar em 

campo e ajudar o Sporting a conquistar mais vitórias.» 

Para concluir, Mota, que vai viajar amanhã rumo a 

Portugal, admitiu que tem falado com os seus empresários 

para saber mais informações da cidade e dos jogadores do 

Sporting: «Tenho falado com os empresários para saber 

mais do clube e dos jogadores.». 

O Nacional venceu esta noite na Choupana o Sporting por 

3-2, na partida que marcou a saída de Casemiro Mior do 

clube insular. Com este resultado, os «leões» 

desperdiçaram o deslize de FC Porto e também a 

oportunidade de ascender ao primeiro lugar isolado do 

pódio. Os primeiros minutos de jogo davam sinais de que o 

Sporting estava a entrar bem no jogo e de pretendia 

«aceitar» a oportunidade da véspera proporcionada pelo FC 

Porto, - que foi empatar a Coimbra ante o último 

classificado (0-0) e voltar assim a reassumir a liderança 

da SuperLiga. Mas cedo essa imagem foi desfeita, a falta 

de ideias dos jogadores leoninos e a sua consequente 

ineficácia permitiram à equipa da casa, que pouco fazia 

para se abeirar da baliza adversária, aproveitar dois 

erros defensivos e chegar ao golo. Uma falha de Polga à 

passagem pelo minuto 18 permite a Adriano abrir a 

contagem na Choupana. Dois minutos volvidos Emerson, 

livre de marcação, recebe o esférico e dilata a vantagem, 

fazendo o 2-0.   

Figure 3: Our Test corpus 
 

In order to evaluate our system, we propose two distinct 
experiments. First, we propose an evaluation on a set of web 
documents about a unique domain using words as the basic 
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textual information. In a second experiment, we show that 
semantic knowledge automatically acquired from the text, 
embodied by Multiword Units, can improve previous results. For 
that purpose, we use the SENTA Software proposed by [29] that 
can be run �on the fly� due to its efficient implementation [30] 
and flexibility as it does not need any previous knowledge.  
In order to run our experiments, we built our own corpus by 
taking from two Portuguese soccer websites3  a set of 100 articles 
of approximatively 100 words each. Then, we built 10 test 
corpora by choosing randomly 10 articles from our database of 
100 articles4 leading to 10 texts of around 1000 words-long5.  
A classical way of evaluating retrieval systems is to use Precision, 
Recall and F-measure. So, we show the results obtained by our 
system on our test corpus in Table 1.  
 

Table 1. Quantitative Results 

 Without multiword units With multiword units 

 Measures c=-1.5 Measures c=-2 

Precision 0,64 Precision 0,58 

Recall 0,78 Recall 0,78 T1 
F-measure 0,70 F-measure 0,66 

Precision 0,67 Precision 0,73 

Recall 0,67 Recall 0,89 T2 
F-measure 0,67 F-measure 0,80 

Precision 0,80 Precision 1,00 

Recall 0,89 Recall 1,00 T3 
F-measure 0,84 F-measure 1,00 

Precision 0,73 Precision 0,64 

Recall 0,89 Recall 0,78 T4 
F-measure 0,80 F-measure 0,70 

Precision 0,60 Precision 0,64 

Recall 0,67 Recall 0,78 T5 
F-measure 0,63 F-measure 0,70 

Precision 0,73 Precision 0,62 

Recall 0,89 Recall 0,89 T6 
F-measure 0,80 F-measure 0,73 

Precision 0,80 Precision 0,82 

Recall 0,89 Recall 1,00 T7 
F-measure 0,84 F-measure 0,90 

Precision 0,64 Precision 0,64 

Recall 0,78 Recall 0,78 T8 
F-measure 0,70 F-measure 0,70 

Precision 0,60 Precision 0,45 

Recall 0,67 Recall 0,56 T9 
F-measure 0,63 F-measure 0,50 

Precision 0,70 Precision 0,80 

Recall 0,78 Recall 0,89 T10 
F-measure 0,74 F-measure 0,84 

Precision 0,69 Precision 0,69 

Recall 0,79 Recall 0,84 Average 
F-measure 0,73 F-measure 0,75 

 

The results are surprisingly good considering the challenging task 
we were facing. Indeed, by using words as basic textual units, the 
average F-measure reaches 73% being Recall 79% and Precision 
69%. After different tuning, the best results were obtained for the 
value c=-1.5.  
By using Multiword Unit identification, the results show slight 
improvements with an average F-measure value of 75% being 
Recall improved by 5% (84%) and Precision remaining 

                                                                 
3 http://www.abola.pt and http://www.ojogo.pt. 
4 We used the same methodology as [1] to build the test corpora 

although in a smaller scale. 
5 The chosen parameters of our experiments were the following: 

block size=2 sentences and EI window=10 words. 

unchanged (69%). In this second experiment, the best results were 
obtained with c=-2.The introduction of Multiword Units allows a 
bigger number of correct decisions compared to single word 
processing in some cases (T3 and T7 specifically). However, in 
other ones, word units work better than with the introduction of 
Multiword Units like in T9. In fact, when texts gather many small 
sentences, the ps(.) function show bad behavior. In particular, T9 
shows this particularity which is enhanced by the integration of 
Multiword Units leading to even worse results. In fact, by 
analyzing T9, we discovered that there were two sentences with 2 
words and one sentence with only one word6. 
In any case, these global results hide most of the behavior of our 
system and a more detailed evaluation is needed.  
 

Table 2. Qualitative Results 

 Without multiword units With multiword units 

 Match c=-1.5 Match c=-2 
A 7 A 7 
±1 2 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T1 

F 2 F 4 

A 6 A 8 
±1 2 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T2 

F 1 F 2 

A 8 A 9 
±1 1 ±1 0 
±2 0 ±2 0 
>2 0 >2 0 

T3 

F 1 F 0 

A 8 A 7 
±1 0 ±1 1 
±2 1 ±2 1 
>2 0 >2 0 

T4 

F 2 F 2 

A 6 A 7 
±1 2 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T5 

F 2 F 3 

A 8 A 8 
±1 1 ±1 1 
±2 0 ±2 0 
>2 0 >2 0 

T6 

F 2 F 4 

A 8 A 9 
±1 1 ±1 0 
±2 0 ±2 0 
>2 0 >2 0 

T7 

F 1 F 2 

A 7 A 7 
±1 2 ±1 1 
±2 0 ±2 1 
>2 0 >2 0 

T8 

F 2 F 2 

A 6 A 5 
±1 2 ±1 2 
±2 0 ±2 0 
>2 0 >2 0 

T9 

F 2 F 4 

A 7 A 8 

±1 1 ±1 1 

±2 0 ±2 0 

>2 0 >2 0 

T10 

F 2 F 1 
 

                                                                 
6 We are already working on a normalization measure that takes 

into account sentence length. 
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As [9] evidences, Precision and Recall measures are overly strict. 
By taking into account only Precision and Recall, a hypothesized 
boundary close to a real segment boundary is equally detrimental 
to performance as one far from a boundary. This definitely should 
not be the case. In order to solve this problem, [15] proposed a 
metric that weights exact matches more than near misses and 
yields a single score. However, [15] observed that computing this 
metric requires some knowledge of the collection as parameters 
have to be tuned and as a consequence, performance comparison 
on different collections may be difficult. So, up-to-now, there is 
no standard evaluation measure that the community agrees on. As 
a consequence, we present, in Table 2, the qualitative results of 
our system where (1) A stands for the number of exact matches, 
(2) ± n stands for the number of boundaries that missed the true 
boundary for n sentences, (4) >2 stands for the number of 
boundaries that missed the true boundary for more than two 
sentences and (5) F stands for the boundaries that were proposed 
by the system that do not have any match in the test segmented 
text i.e. false boundaries. 
We can see from these results, which by taking into account, as 
correct boundaries, all A and near misses ± 1, that we would 
obtain between 84% and 89% F-measure as shown in Table 3. 
 

Table 3. Estimated Results 

Without multiword units With multiword units 

Precision 0,83 Precision 0,77 
Recall 0,95 Recall 0,93 

F-measure 0,89 F-measure 0,84 
 

The results presented in this section are promising as we deal with 
a very difficult challenge which is working without any linguistic 
knowledge, on the basis of small mono-domain texts with many 
inter-segments lexical repetitions. As we said earlier, to our 
knowledge, such a challenge has never been attempted so far. 
Although the quantitative and qualitative results show good 
figures, some work still need to be done, in particular, with 
respect to the sizes of the sentences in texts that cause some 
trouble in the topic boundary extraction. 

7. CONCLUSIONS AND FUTURE WORK 
In this paper, we have proposed a language-independent 
unsupervised Topic Segmentation system based on word-co-
occurrences that avoids the accessibility to existing linguistic 
resources such as electronic dictionaries or lexico-semantic 
databases. In particular, our architecture proposes a system that 
solves three main problems evidenced by previous research: 
systems based uniquely on lexical repetition that show reliability 
problems, systems based on lexical cohesion using existing 
linguistic resources that are usually available only for dominating 
languages and as a consequence do not apply to less favored and 
emerging languages and finally systems that need previously 
existing harvesting training data. To our point of view, our main 
contribution to the field is the definition of a new similarity 
measure, the informative similarity measure, infosimba, that 
proposes a well-founded mathematical model that deals with the 
word co-occurrence factor and avoids an extra step in the 
boundary detection compared to the solution introduced by [17]. 
Our evaluation has shown promising results both with word units 
and Multiword Units. Indeed, by using words as basic textual 
units, the average F-measure reaches 73% being Recall 79% and 
Precision 69%. Comparatively, by using Multiword Unit 
identification, the results show slight improvements with an 

average F-measure value of 75% being Recall improved by 5% 
(84%) and Precision remaining unchanged (69%). 
However, the existence of three main parameters (the block size, 
the window size to calculate the association measure and the topic 
discovery threshold) may introduce some drawbacks in our 
solution, although it also provides interesting properties. We will 
start with the properties. Thanks to the existence of these 
parameters, fine-tuning of Topic Segmentation can be done. 
Indeed, depending on the type of the Topic Segmentation that is 
required (Topic Segmentation inside one main topic text or Topic 
Segmentation inside a webpage that contains drastically different 
news as in electronic newspapers), the adjustment of the 
parameters may allow a coherent segmentation. However, the 
existence of parameters is a drawback for totally flexible systems. 
Indeed, these parameters need to be tuned depending on the 
wanted application and are usually evaluated by experimentation 
which introduces partial judgment. It is clear that theoretical work 
should be carried out in order to avoid the tuning of these 
parameters; maybe following [17] and [15] that propose research 
directions to avoid the tuning by experimentation. 
As immediate future work, we intend to test our system in 
different conditions of Topic Segmentation in order to find some 
clues that could help us in the definition of new theories to avoid 
parameter tuning. We will also experiment different association 
measures within the informative similarity measure in order to 
test whether drastically different results may be evidenced. 
Finally, we strongly think that more work must be done on the 
automatic boundary detection algorithm. In particular, we are 
convinced that better algorithms may be proposed based on the 
transformation of the representation of the ps(.) function into a 
graph or network. For that purpose, we would like to investigate 
possible solutions based on statistical mechanics of complex 
networks [33]. The system and its evolutions will be available for 
download as a GPL license at the following address: 
http://asas.di.ubi.pt. 
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ö7î�ì��ðuï�÷�ì�ù�ì�ò�ÿ7÷Aï)ò
ñ
ò"í/�&ð
í_ì#��ÿ�ø�ì�îWòI�"ó$ì�öWñ1ò/ÿ�ø�ìb÷�ý$ÿ1Cgy;òG��ï)÷�ÿ1�&þ-ø�ì�ò4î�ì��ð1ï)÷�ñ
ò�õ

ni

�7�
ni

↓ �_þ7ì'ù/ý�ö`ÿWì�ô$÷�ð
ý�ó$ì=ÿ�ø �&ö�ì-òI�"ó$ì�öGþ-ø�ñ
÷5ø�ï�î�ì'ï)ð[î�ìAï)ó'��÷���í&ì�î�ìAó���}�)ÿ�ø�ì�î(òI�"ó$ì�ö(ñ1ò�ÿ�ø�ì?÷�ý�ÿ1�bñ�C ì4CÐ÷��&ò�ö�ñ1ó$ì�î
ni

↓ \ (Γ \ {ni})
⇓ñ
ò�ö`ÿ�ìAï)óZ���

ni
↓ ûJö�ì�ìTO�õ CI~)ü���þ-ø�ì�î�ì n⇓ ñ
ö�ÿ�ø�ìdÿ�îDï)ò�ö�ñ
ÿ�ñ
í_ìd÷�ð
�&ö�ý�î�ì���

n↓ ��ï)ò�ó�ö�ñ
ù�ñ1ð1ï>î�ð
�H�M��î
ni

↑ ûJö�ì�ì�O�õ'C��&ü�C
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"Γ

Γ
ni

m

�$�%�,�P�[���h�!�z� �)�7�8���7�I���4���|�P�E�t�
ni

�M�!�[�'���%�I�4�'���h�
ni

↓���P�!�[�P�����}�P�E�t�'�e�������7�I�t�c�4� �,�7�[�'���h�d���[�E�'�2�E�P�P� �e���
Γ � �,�
�t� m �[� ���
�,� (Γ \ {ni})

⇓ �

"Γ

Γni

ni

ni( )
⇓

�$�%�,�P�[�Q�E�"�Z���g�'�Z���7�I�����z�G�P�E�t�
ni

�M�\�[� �t�%���4�'�d�h�
ni

↑ ����t�8���M�E�P�E�t�'�$�4�'�,�7���'�!�h�
ni

↑ � ���
�,� (ni
↑)

⇓ � � �[�G�[�  B� �,�'�¡ �[�h 
Γ
�

¢�£ ¤�¥P¦�§	£I¤#¨�©'§�ª$«
§	£G¬\«3¥ «
¬f�®7¯	¤1° © ¥�°I�¥I¨�±)�¬\²4¥ ³V§	£I¤�´�¤$¥ ¤�ª
¨�²4¥I´�«3°'¤�¯	¤1°!¨�©'§	´T�¥�°Z§	£ ¤A¨�© ¯�¯	¤�¥7§�²�¥I¤A«
´Tµ4¤�¶ §1¦I�¥I°H§	£I¤A´�¤��¯	¨0£¨�²4¥�§	«
¥'© ¤8�´\®
²�¥I³r�´H·,¤�§�§	¤�¯\¨�©'§	´f�¯	¤!¸M²�©I¥I°E¹d¢�£ ¤e¸M© ®
®V�®3³�²�º
¯	«F§	£ ¬H»T«
´T³�«3¼4¤�¥e£ ¤�¯	¤1�¸�§	¤�¯"½K¾T®
³4²�¯	«
§	£ ¬w¿[À�¹¢�£ «
´��®
³4²�¯	«
§	£ ¬Á¨�²4¥7¼/¤�¯	³4¤�´t§	²1ª��¯0° ´��®
²�¨1�®'¬\«
¥I«
¬G© ¬Â¯	¤�° ©I¥'º
° �¥ ¨�±e¨�© §�¨�®
²4´�¤k§	²6§	£I¤A®
¤11¼/¤�´�¹�ÃI© ¯�§	£ ¤�¯	¬\²�¯	¤�¦I´�«
¥I¨�¤k§	£ «
´V�®3³�²�º¯	«F§	£ ¬Ä�®Fª#�±'´�ª�²�¯	µ7´#²4¥!)¨�²4¬\¶ ®
¤�§	¤V¨�©'§1¦'«
§�¨1�¥Z·,¤V´&§	²4¶ ¶,¤1°e[§�¥�±H§	«
¬\¤4¦ «F¸�¯	¤1Å�©I«F¯	¤1°h¹
2.3 ExampleÆE¤�§T©I´�«3®
®
©I´&§�¯0[§	¤)§	£ ¤)Ç!ÈAÉ�²4¥!§	£ ¤�§	²1±!¤�Ê �¬\¶ ®
¤A²�¸�§	£I¤A²�¥ º
§	²�®
²4³�±j³�«3¼4¤�¥l«
¥}Ë�³�© ¯	¤eÌ'¹lÍÎ«
§	£}§	£I«
´\° �§07¦�§	£I¤f¯	¤1°'©I¥�° �¥ ¨�±²�¸T§	£ ¤Z¤�ÊI�¬\¶I®
¤H¨�© §

Γ = [ ÏGÐhÑ%Ò#ÓEÔ ¦,Õ Ô4ÓEÐ,Ö ¦�×)Ø ÓEÐhÙ1Ú'Û Ø Ö ]
«
´³�«
¼/¤�¥!·�±hÜ

n Ï"ÐhÑ%Ò#ÓEÔ Õ Ô�ÓPÐ,Ö ×kØ ÓEÐhÙ1Ú Û Ø Ö
f(n) Ý�Þ ß4ß Ý
Pf (n) Þ ¹ ß/à�Þ Ì Þ ¹ á�â Ý�ã Þ ¹ Þ�ß/à�Þ

−Pf (n) log2 Pf (n) Þ ¹ á ß�Þ/à Þ ¹ Ì�Ì à�ß Þ ¹
¿ à�ã ¿
R(Γ) = 1 −

1.1541

log2(3)
= 0.2718

ä�¥H§	£ «
´#¨1�´�¤4¦I·�±f¤�Ê �¬\«
¥I«
¥I³)¤1�¨�£Z²�¸�§	£ ¤
2036

¶,²�´�´�«
·I®
¤k¨�© §	´�¦
²�¥I¤8¨1�¥�¨0£I¤�¨0µr§	£�[§\§	£I¤!³�®3²�·��®AÇ!ÈAÉm«3´H�®3´�²Q§	£ ¤!®
²�¨1�®T²4¥ ¤¸%²4© ¥�°8·�±!§	£I¤k®
²�¨1�®�´�¤1[¯	¨�£B�®
³�²�¯	«F§	£I¬å½Mª$«
§	£2²4¥ ®F±Q¿4¿ à ¤�¼��®
©I�º
§	«
²�¥,À�¦4�¥�°A¸M²�¯gª$£I«
¨0£)§	£ ¤L¯	¤1°'©I¥�° �¥ ¨�±A«
´

0.07092
½�´�¤�¤zË�³4©'¯	¤�Ì/À�¹æ�¤�³4�¯0° «
¥ ³B§	£I¤Z¨�²4¥ ´�«3° ¤�¯	¤1°l«3¥I° ¤�Ê'«
¥I³2´�¨0£I¤�¬f�´!½�´�¤�¤eËI³ ¹$¿[À�¦

¨�²4¥I´�«3°'¤�¯T§	£ ¤V¸M²�®
®3²1ª$«
¥I³\§	£'¯	¤�¤A° ²�¨�©I¬\¤�¥�§	´�Ü
ç
1 è�é[ê1ënê�ì�íFë�ìnî>ï	ïTð/íFñ�é�ñ	òFï#èTé[ê1ënê�ì�íFë�òFíFê1óç
2 òFíFê1ó)ñ	ê�ô}ñ0õ�î�ó4í ö[ê1î�ïç
3 ö�íFê1òFï�ìLñ0õ�îg÷�î�ñ0õ�î�ó4í ö[ê1î�ï» ä�¥6¶ ¯0�¨�§	«
¨�¤4¦�´�¤�¼/¤�¯0�® ²4¶'§	«3¬\«
ø1[§	«
²4¥I´z¨1�¥\·,¤#¬f4° ¤�¦�ª$£ «3¨0£f° ²¥ ²�§�¨�²�¥I¨�¤�¶'§	©��®3®F±Z¨�£I�¥ ³4¤�§	£I¤k�®
³4²�¯	«F§	£ ¬ù�¥�°Z�¯	¤A§	£7©I´#¥I²�§¶'¯	¤�´�¤�¥�§	¤1°e£ ¤�¯	¤V¸%²�¯�§	£I¤�´	�µ/¤A²�¸g¨�®�[¯	«F§n±�¹

ú �%�������%�[�t üûZÇ!ÈAÉc®
²�¨1�®�´�¤1�¯	¨0£8�®3³�²�¯	«F§	£I¬
ý\�'þt�t�����'�4� õVÿ/íFï	înõ�î>ñ&ÿ[é N � ìnÿ/ï$òFï0õ0ö[ï	ëzê��,ôzÿ/íFñ&ÿ6õ�î>ï W ����[� �P�M�t�'�4� õVñ��4ì Γ ôzí ìnÿ � òFê�ñ0õ�ò � èAíFó/íFèkõ�ò7î�ï ç �/ó ç õ�ó/ñ�é

Γ ←W �	��
������������
������������������ "!	��#�%$ ����&'������'�g�7�I�
Γ′ ← ∅ �	()�������*��+,��
�
Γ′′ ← ∅ �-����������./�����*.�01."�����¨�²�¥�§	«3¥7© ¤

←
¸��®
´�¤ �2����������#43�$  � �56�� ����7�� "$48���9¡ ���f���M�

ni ∈ Γ
�t�

�;:�&���$ 
�"�7�<��#�%��#40=$ .������*> �?��
�A@
Γ′′ ← (Γ \ {ni}) ∪

“

ni
↓ \ (Γ \ {ni})

⇓
”

Γ′ ← Argmin
“

R(Γ′), R(Γ′′)
”

�;:�&���$ 
�"�7�B���"��#%5����������> �C��
4�A@¡ ���Z�I�M�
nj ∈ ni

↑ �t�
Γ′′ ← (Γ ∪ {nj}) \ nj

⇓

Γ′ ← Argmin
“

R(Γ′), R(Γ′′)
”

� ¡
R(Γ′) < R(Γ)

�[�P� �
Γ← Γ′ �ED����F5G��#�B(F��������
�¨�²�¥7§	«
¥7©I¤

←
§�¯	©I¤ �-�=#H�C����������#I9J ����? ��

�-�� �!%�%+�������#.J )9K ��C�10�!%���?�����L()�M5*
4��#H��������h���M�g¨�²4¥�§	«
¥7©I¤�«
´#¸��®3´�¤
���7�[�E�4�

Γ

ôLí ì�ÿ R(∅) = R({c}) = 1 N ð[é)ñ0ê1ó[ö[ï	ó�ì�íFê1óPO
¢�£I¤A·I�´�¤�®
«
¥I¤�ª�²�¯0°'´�«
¥I° ¤�Ê'«
¥I³!½�´�¨0£I¤�¬\¤G½K/À�À�³�«3¼4¤�´�Ü
Q ç (a)

1 ð/íFñ�é�ñ	òFï"RTS�òFíFê1óPRTS�è�é[ê1ënê�ì�íFë�R U�ì�î>ï0ï�RTSQ ç (a)
2 ñ0õ�î>ó/í ö[ê1î�ï�RTS$ñ	ê�ô?RTS#òFíFê1ó�RTSQ ç (a)
3 ñ0õ�î�RTS#ñ0õ�î�ó/í ö[ê1î>ï�RTS$÷�î�RTS�ö4íFê1òFï�ì�RTSän¥I° ¤�Ê'«
¥I³)¤�Ê7§	¤�¥I° ¤1°H·7±H�®
®t£�±'¶,¤�¯	¥�± ¬\´T½�´�¨�£ ¤�¬\¤6½�·�À�À�³4«
¼/¤�´�Ü

Q ç (b)
1 ð/íFñ�é�ñ0òFï�RTS$òFíFê1óPRTS�èTé[ê1ë�ê�ìníFë�R U$ì�î�ï	ï�RTSV%WYX=Z�[P\ RTS^] \�_�`4ab\ R Udc [Pe*WYXTfYg�e*` RTSihkj gP\�g�lPX j [�\ RTSh W*m*XTmHn R o a^\�gHpq`e R U?r [PZ�Z�[P\ RTS�s \�[�WYm R tvu e�[�W�w�xy g�e�m RTS?u e*`` RTSQ ç (b)
2 ñ0õ�î�ó4í ö[ê1î�ï�RTS�ñ	ê�ô?RTS#òFíFê1óPRTSV%WYX=Z�[P\ R tzc [Pe*WYX fYgPe*` R U{h WYm*XTmHn R t}| `e*~HX fYgPe*` RTSr [�Z�Z�[�\ R tQ ç (b)
3 ñ0õ�î�RTS$ñ0õ�î>ó/í ö[ê1î>ï"RTS$÷�î�RTS�ö�íFê1òFï�ì�RTSV%WYX=Z�[P\ RTS�] \�_Y`a^\ RTS�c [Pe*WYX fYgPe*` RTS�h WYm*XTmHn R �a^\�gHp%`4e RTS�r [�Z�Z�[�\ RTS�s \�[PW*m R U�s gP\�\�_*m�[�WYm RTSu e�[PWYw y gPe�m RTSdu e*`` RTSän¥I° ¤�Ê'«
¥I³)·�±Z° «F¯	¤�¨�§�£�±'¶,¤�¯	¥�± ¬\´T½�´�¨�£ ¤�¬\¤G½�¨1À�À#³�«
¼/¤�´�Ü

Q ç (c)
1 ] \�_�`4a^\ R U<c [�eYWYX fYgPe*` RTSkhMj gP\�gPl�X j [P\ RTSvu e*`4` RTSQ ç (c)
2 c [Pe*WYXTfYg�e*` R UC| `4eY~XTfYg�e*` RTSQ ç (c)
3 ] \�_�`4a^\ RTS?c [�eYWYX fYgPe*` RTSks gP\�\�_*m�[PW*m RTSdu e*`4` RTSän¥I° ¤�Ê'«
¥I³)·�±H¤�Ê �¬\¶I®
¤�¨�© §

Γ
³�«3¼4¤�´�Ü

Q ç ( ���"� Γ)
1

V%WYX�Z�[�\ RTSds \�[�WYm R tqu e*[�WYw y gPe�m RTSQ ç ( ���"� Γ)
2

V%WYX�Z�[�\ R tQ ç ( ���"� Γ)
3

V%WYX�Z�[�\ RTSds \�[�WYm R Uqu e*[�WYw y gPe�m RTSän¥I° ¤�Ê'«
¥I³)·�±eÇ!ÈAÉc¨�©'§k½�´�¨�£ ¤�¬\¤6½K°IÀ�À�³4«
¼/¤�´�Ü
Q ç (d)

1 ] \�_Y`a^\ R U%c [Pe*WYXTfYg�e*` RTSku e*[�WYw y gPe�m RTSdu eY`4` RTSQ ç (d)
2 ñ	ê0ôCRTSCc [�e*W�X fYg�eY` R UQ ç (d)
3 ] \�_Y`a^\ RTSvc [Pe*WYXTfYg�e*` RTSku e*[�WYw y gPe�m RTSdu eY`4` RTS
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�?�1�����"�������C�����z�i�1�Y�{�����H�� ��6��¡�¢£ "¤��Y�1�}�"��¢i�i¡�¢���¡��¥§¦Y�����¨�©��¡§�; ��Y¥	�ª¡� ���������¥�«-���"�Y¬�����¡���1�Y�
f(n)

���KI���J¢i�{��¡�¢
�4�ª¡���Y�� ���®)�F�"�ª�¯ "¤��;¢��P ��P���Y "°6�P�"�;�7¡�¢i�7��� ��Y¢M«²±� ����z�³���� "¤��;´	µ{¶·���¨ z�P�"�;�7¡¹¸����7¢MºK�1 ����z�³���� "¤��;�*�¨���z�i���©���� 
Γ = [ »6¼v½�¾L¿dÀªÁbÂ�ÀY¿v¼dÃkÁbÄGÅk¿v¼?Æ�ÇiÈMÅ�Ã ]

���J�³��¡©�� ����7�1��«�ÉI¤��6�"�Y¢��i¡�¢���¡��¥��7�
0.071

�����L �¤��³´§µ{¶ Á 0.272
�����

Γ
��¡�¢

0.093�����G "¤��³���* Ê�P�%�1�*�*¦��Y�«
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3. EXPERIMENTSËzÌKÍ�Î"Ï�Ï�Ð=Ì�Ñ}ÒÓYÔ/Õ�Ì�ÖHÌ'Ï�ÎJ×MÌ�Ø�Ù�Ì�Ï�Ð=Ú�Ì'Û*Ô�ÕCÜ?ÐTÔ�ÝzÕ�Ô�Î4ÛPÑPÎ"Ï�ÑzÑ�Ò�Í'Ó�Þ
Ú�Ì'Û*ÔiÍ�Ò×ß×ßÌ�Í'Ô�ÐßÒÛ�ÕMÒJà�Ô�ÝPÌ?á¨âvã¨ä4å�Õ�æYÕ�Ô�Ì�ÚGçCèßé�ê"ëAì*Î4ÛPÑÊÎJÛÊÒÛ�Ô�Ò4×=Ò4í4æ
í4Ì�ÛPÌ�Ï�ÎJÔ�Ì�Ñ6à1Ï�ÒÚîÔ�Ý�ÌÊÌ�Û�í×ßÐßÕ�ÝzÙPÎJÏ�ÔBÒJà?ïMð%ñóòdô=õ�ö'÷�ø�ù4ú�ûAö�ü<ûAö'÷�ûAùý
ú�þ4ø�ÿ
ïbð<ñzÐßÕiÒJÏ�íHÎJÛPÐ���Ì�Ñ/ÐßÛ��PÖHÌbÑ�Ð��ªÌ'Ï�Ì�Û�Ô�Ú�Ò4Ï�ÌbÒ4Ï�×=Ì'Õ�ÕiÐßÛ�Ñ�Ì'Ù�Ì�Û�ÑYÌ�Û�Ô

ÑYÐßÍ'Ô�ÐßÒÛ�Î"Ï�ÐßÌ�Õ��	�qÚ�Ò4ÛPídÔ�ÝPÌ'Õ�ÌkÑYÐ=Í�Ô�Ð=Ò4Û�Î"Ï�Ð=Ì'Õ�ì4Ô�Ý�Ìbà1Ò×ß×ßÒ"Ü?ÐßÛ�í%Ô)ÜkÒqÎ"Ï�Ì
Ó�Õ�Ì�ÑLÔ�Ò Í�ÒÛ�Õ�Ô�Ï�ÓPÍ'Ô?Ô�ÝPÌ%ÒÛ�Ô�Ò×ßÒíJæ�

��������������������� �"!�#<Ü?ÝPÐßÍ�Ý©íHÎ"Ô�ÝPÌ'ÏLÚ�Ò4Ï�Ù�ÝPÒ×ßÒ4íÐßÍ�Î4×<Î4Û�Ñ Õ�æ�ÛYÞ

Ô�Î4Í�Ô�Ð=ÍBÐßÛYà7Ò4Ï�ÚGÎ"Ô�ÐßÒÛ{Î�$�ÒÓ�ÔqÎJÙPÙ�Ï�Ò�ØYÐßÚGÎJÔ�ÐßÖHÌ�×Tæ
420, 000% ÜkÒ4Ï�ÑYÕ %'& ÜkÒ4Ï�Ñ�Õ�ì"Í'ÒÚ�Ù�ÒÓ�Û�ÑYÕ�ÎJÛ�Ñ<Ð=Ñ�ÐßÒ4ÚGÎJÔ�ÐßÍ^Ì'ØYÙ�Ï�Ì�Õ�Õ�ÐßÒÛ�Õ)(�ì

Ï�Ì�×=ÎJÔ�Ì�Ñ Ô�Ò
≈ 240, 000

×ßÌ'ØYÐßÍ�Î4×vÕ�Ô�Ï�ÐßÛPí4Õ�ìMÎ4Û�Ñ ÎJ×ß×=Ò�Ü?ÐßÛPí³Ô�Ò
$PÐßÛPÑ Ô�ÝPÌ%×=Ì�Ø�ÐßÍ�ÎJ×�Õ�Ô�Ï�ÐßÛ�íÊÜ?ÐTÔ�Ý ÐßÛ�à7ÒJÏ�ÚGÎJÔ�ÐßÒÛLà1Ï�ÒÚóÔ�Ý�Ì<Í�Ò4Û�Þ
Í�Ì�ÙYÔ�ÕCÑ�ÐßÍ'Ô�ÐßÒÛPÎJÏ�æ*�

+ ��,�.-0/,�1�2���.���3����4�"!�#/ÑYÌ�Õ�Í'Ï�Ð�$�Ì�ÕCÎ4Ù�Ù�Ï�Ò�ØYÐßÚGÎJÔ�Ì�×Tæ
490, 000Í�Ò4ÛPÍ�Ì�ÙYÔ�Õ�ì?Ü?ÐßÔ�ÝEÎ,Õ�Ó�Ù�Ì'Ï65JÕ�Ó $©Ï�Ì�×=ÎJÔ�ÐßÒÛ©Ï�Ì�à7Ì'Ï�Ï�ÐßÛPí Ô�Ò,Ô�Ý�Ì

ÐßÛPÍ�×ßÓ�Õ�Ð=Ò4ÛBÏ�Ì�×=ÎJÔ�ÐßÒÛ�$�Ì'ÔFÜdÌ�Ì�Û/Í�Ò4ÛPÍ�Ì'Ù�Ô�Õ��87*Ì�ÖHÌ'Ï�ÎJ×HÎ4ÑPÑ�ÐTÔ�ÐßÒÛPÎ4×
& $PÐßÛPÎJÏ�æ4(?Õ�Ì'ÚGÎ4Û�Ô�ÐßÍ/Ï�Ì'×�Î"Ô�ÐßÒÛPÕ<ÎJÏ�Ì Î4×ßÕ�Ò Î�Ö4Î4Ðß×=Î�$�×=Ì4ìªÕ�ÓPÍ�Ý6Î4Õ
9 Î4í4Ì�Û�Ô 9 ì 9 ÐßÚ�ÙP×ßÌ�Ú�Ì�Û�Ô 9 Î4ÛPÑ 9 Ù�×=Î4Í�Ì 9 ì0$PÓYÔMÔ�Ý�Ì'æÊÎJÏ�Ì%Û�Ò4ÔMÓPÕ�Ì�Ñ
ÐßÛ Ô�ÝPÌBÍ�ÓYÏ�Ï�Ì�Û�Ô?ÜdÒ4Ï;:<�>=%Ò4Ô�ÐßÍ�ÌBÔ�ÝPÎJÔqÎKÕ�ÐßíÛPÐ��PÍ�Î4Û�ÔqÛYÓ�Ú?$�Ì'Ï
Ò4àbÍ�Ò4ÛPÍ�Ì'Ù�Ô�Õ<Î"Ï�Ì Û�Ò4Ô%Ñ�ÐTÏ�Ì�Í'Ô�×Tæ Î4Õ�Õ�Ò�Í�Ð=ÎJÔ�Ì�Ñ6Ô�Ò�ÜdÒJÏ�Ñ�Õ�@�Ô�Ý�Ì'æ
ÎJÏ�ÌÊÑ�ÌA�PÛPÌ�Ñ{Ò4ÛP×Tæ6ÒÛ6Ô�ÝPÌB$�ÎJÕ�Ð=ÕBÒJàkÔ�Ý�Ì�ÐTÏ%Ï�Ì�×=ÎJÔ�ÐßÒ4ÛPÕ�ÝPÐßÙ�Õ/Ô�Ò
Ô�ÝPÌ%Ò4Ô�ÝPÌ�ÏqÍ'ÒÛPÍ'Ì�Ù�Ô�Õ��

C�Ò4Ï?Ô�ÝPÌBÌ�Ö4Î4×ßÓPÎJÔ�ÐßÒÛ¨ìPÜdÌBÓ�Õ�Ì<Ô�ÝPÌBÖHÌ'Í'Ô�Ò4Ï�Þ�Õ�Ù�ÎJÍ�Ì áªâ?ã¨äJå³ÐßÛ�à1Ò4Ï�Þ
ÚGÎ"Ô�ÐßÒÛ�Ï�Ì'Ô�Ï�ÐßÌ�Ö4Î4×�Õ�æYÕ�Ô�Ì�Ú ì*ÎJÛ�ÑGÎ4ÛGÌ'Ø*Ô�Ì'Ï�ÛPÎ4×�×ßÌ�Ú�ÚGÎ"Ô�Ð���Ì'Ï & Ü?ÝPÐßÍ�Ý
ÎJ×ßÕ�Ò�Î4Í'Ô�ÕCÎJÕ?ÎIÔ�Ò.:Ì�ÛPÐ���Ì'Ï6(ED��	�F��×TÔ�Ì'Ï�ÐßÛ�í?$�ÎJÕ�Ì�ÑLÒ4ÛLÔ�Ý�ÌHGJIK7�Ô�ÎJí
ÐßÕ?Í�Î"Ï�Ï�Ð=Ì�ÑLÒÓYÔ & $PÓYÔvÛPÒ Õ�Ô�ÒÙ�×=ÐßÕ�Ô�ì�ÛPÒJÏdà1Ï�Ì�L�Ó�Ì�ÛPÍ'æ1�P×TÔ�Ì'Ï�ÐßÛPí*(6�JMdÝ�Ì
Û�Ì'Ü�ÐßÛ�ÑYÌ'ØYÐ=Û�í%Õ�Ì'Ô�Õ^Î"Ï�ÌdÙ�Ï�Ò*ÑYÓPÍ�Ì�ÑIÜ?ÝPÐß×ßÌdÙYÏ�Ì�Ù�Ï�Ò�Í�Ì'Õ�Õ�Ð=Û�í%Ô�ÝPÌdÑPÎJÔ�Î
ÎJÕCà1Ò×ß×ßÒ�ÜK

é��NCiÐTÏ�Õ�Ô�Ò4àPÎ4×ß×�ìJÔ�ÝPÌMÔ�Ì�ØYÔ�ÓPÎ4×HÐßÛYà7Ò4Ï�ÚGÎ"Ô�ÐßÒÛ & Ô�ÐTÔ�×=ÌkÎ4ÛPÑ/Í'ÒÛ�Ô�Ì�Û�Ô�Õ)(
ÎJÏ�Ì%Î4í4í4Ï�Ì�íÎJÔ�Ì�ÑLà1Ò4Ï?Ì�ÎJÍ�Ý ÑYÒ�Í�ÓPÚ�Ì�Û�ÔdÎ4Û�ÑOL�ÓPÌ�Ï�æ�ì*Î4×ß×ªÒ4Ô�Ý�Ì'Ï
ÐßÛ�à1Ò4Ï�ÚGÎJÔ�ÐßÒ4Û & Î4ÓYÔ�ÝPÒJÏ�Õ�ì�Õ�Ò4Ó�Ï�Í�Ì'Õ�ì�Ì'Ô�Í"(MÎJÏ�Ì%Ï�Ì�Ú�Ò"ÖHÌ�ÑP@�Ô�ÝPÌ'Û�ì
Ñ�Ò�Í'ÓPÚ�Ì�Û�Ô�ÕCÎ4ÛPÑQL*Ó�Ì'Ï�ÐßÌ�Õ<Î"Ï�ÌIÔ�Ò�:HÌ�Û�ÐR�'Ì�Ñ{Î4ÛPÑ ×=Ì'Ú�ÚGÎJÔ�Ð���Ì�Ñ
$�æGÔ�ÝPÌ%Ô�Ý�ÐßÏ�Ñ*Þ�Ù�ÎJÏ�ÔFæ�Ô�Ò�Ò×S�

T �dË,Ì%×=Ò�Ò�:�Ô�ÝPÌ�ÛGà7ÒJÏCÔ�Ý�Ì%Í�ÒJÏ�Ï�Ì�Õ�Ù�ÒÛPÑ�Ì�Û�Í�Ì�ÕN$�Ì'ÔFÜdÌ�Ì�Û Ô�ÝPÌCÔ�Ò4Þ
:HÌ�Û�ÕdÐßÛ Î Ñ�Ò�Í�Ó�Ú�Ì�Û�ÔvÎ4ÛPÑ Ô�Ý�Ì%Ì�Û�Ô�Ï�ÐßÌ�Õ & ×ßÌ�Î�ÖHÌ�Õ)(kÐßÛLÔ�Ý�Ì%Ò4Û�Þ
Ô�Ò×ßÒ4í4æ�ì�Ü?ÐTÔ�ÝKÔ�ÝPÌ?×ßÌ'ØYÐßÍ�Î4×�Õ�Ô�Ï�ÐßÛ�í���Ï�Õ�ÔMÎ4Û�ÑÊÔ�Ý�Ì?×=Ì'Ú�ÚGÎJÔ�Ð���Ì�Ñ
à7ÒJÏ�Ú·Ô�Ý�Ì�Û�ìCÐTàÊÛ�Ì�Í�Ì�Õ�Õ�Î"Ï�æ*�UM�Ò�:HÌ�Û�Õ Ü?ÐTÔ�ÝPÒ4Ó�Ô Í�Ò4Ï�Ï�Ì�Õ�Ù�Ò4Û�Þ
Ñ�Ì'ÛPÍ�ÌvÐßÛÊÔ�Ý�ÌvÒÛ�Ô�Ò×ßÒíJæ�Î"Ï�ÌCÐßÛPÑ�Ì'ØYÌ�ÑIÐ=Û Ô�ÝPÌvÕ�Ô�Î4ÛPÑPÎ"Ï�Ñ ÜvÎ�æ*�
MdÝPÌÊÍ�Ò"ÖHÌ'Ï�Î4í4ÌÊÏ�ÎJÔ�ÌÊÒ4àkÔ�Ý�ÌÊÍ�Ò4×ß×=Ì'Í'Ô�ÐßÒÛPÕ�$�æ Ô�Ý�ÌÊÒÛ�Ô�Ò4×=Ò4í4æ V
ÐßÕ'W.XZYóÐßÛ Î�ÖHÌ�Ï�Î4íÌ��

[ �NMdÝPÌ'ÛzÔ�ÝPÌ�Ý�Ð=Ì�Ï�ÎJÏ�Í�Ý*æ³ÒJà?Í�ÒÛ�Í�Ì�Ù�Ô�ÕBÏ�Ì�×=Î"Ô�Ì�Ñ}Ô�Ò Ô�ÝPÌ Ô�Ò.:HÌ�Û�Õ
à7Ò4ÓPÛPÑ ÐßÛLÔ�ÝPÌ%ÒÛ�Ô�Ò×ßÒíJæ ÐßÕ?Ì'ØYÙ�ÎJÛ�Ñ�Ì�Ñ\$�æ�

& Î.( ÐßÛ ÎQ��Ï�Õ�ÔKÕ�Ì'ÔKÒ4àqÌ'ØYÙ�Ì'Ï�ÐßÚ�Ì�Û�Ô�Õ�ì^Õ�Ì�×ßÌ�Í'Ô�ÐßÛPí}Î4×ß×vÙ�ÒÕ�Õ�ÐTÞ

$P×ßÌ Õ�Ì�ÛPÕ�Ì'Õ & Ï�Ì�×Tæ�ÐßÛ�í}Ò4Û�Ô�Ý�Ì Ú Ó�Ô�Ó�ÎJ×MÏ�Ì�ÐßÛYà7Ò4Ï�Í'Ì�Ú�Ì�Û�Ô
ÐßÛ�ÑYÓPÍ�Ì�Ñ]$�æ{Í�Ò4×=×ßÒ�Í�Î"Ô�ÐßÒÛPÕIÔ�Ò ÝPÎ"ÖÌKÎ Õ�ÒJÏ�Ô/Ò4à?ÑYÐ=Õ�ÎJÚKÞ
$PÐßí4Ó�ÎJÔ�ÐßÒ4Û<(6@

& $<(�ÐßÛGÎ<Õ�Ì�Í�Ò4Û�ÑKÏ�ÓPÛKÒJà�Ì�Ø�Ù�Ì�Ï�Ð=Ú�Ì'Û*Ô�Õ�ìÕ�Ì�×ßÌ�Í'Ô�ÐßÛPí/Ò4ÛP×TæÊÔ�Ý�Ì
Ú�ÒÕ�Ôvà�Ï�Ì�L�ÓPÌ�Û�Ô?Õ�Ì�Û�Õ�Ì�^.�

ç ��ÖÎJÐ=×=Î�$P×ßÌ/ÒÛP×ßÐßÛPÌ/Î"Ô'_a`�bdc e�eZ_a`�bgf h6i�f h�j�kEl<m)n�nof m�p<q�e�bdq�r"eZiEs\t"k�`Se>�
D 7�æY×=Ì�Ø³é�� u*ì Í

©
é�W�W [ ÞaW�vxwKy>z{�'=�|a=K}Hy8=~|����

V MdÝ�Ì?Í�Ò"ÖHÌ'Ï�Î4í4ÌvÏ�ÎJÔ�Ì?ÐßÕ^Ô�Ý�ÌvÛ*ÓPÚ?$�Ì�Ï�Ò4à¨ÑYÐ��ªÌ�Ï�Ì�Û�ÔbÜkÒ4Ï�ÑYÕMÐßÛÊÔ�Ý�ÌÍ'Ò×ß×ßÌ�Í'Ô�ÐßÒÛzÔ�ÝPÎJÔ<ÎJÏ�ÌÊÐßÛ{Ô�ÝPÌIÒÛ�Ô�Ò4×=Ò4í4æ�ì�Ñ�ÐßÖ*Ð=Ñ�Ì�ÑQ$�æ Ô�Ý�ÌIÔ�ÒJÔ�Î4×Û*Ó�Ú?$�Ì'ÏvÒJàbÑ�Ð��ªÌ'Ï�Ì�Û�ÔvÜkÒ4Ï�Ñ�Õ?ÐßÛLÔ�Ý�ÌBÍ�Ò×ß×ßÌ�Í'Ô�ÐßÒ4Û��
^ C�Ò4ÏCÌ�Î4Í�ÝLÜkÒ4Ï�ÑYÕ�ì�Ô�Ý�Ð=ÕvÐßÛYà7Ò4Ï�ÚGÎ"Ô�ÐßÒÛ ÐßÕ?íÐßÖHÌ'Û�$�æ\y	w~�Iì*ÐßÛ�ÑYÌ'ÞÙ�Ì'Û�Ñ�Ì'Û*Ô�×Tæ Ò4à�Ô�ÝPÌ<Í�Ò4Û�Ô�Ì'Ø*Ô��

� ���qÛ�� ñK� Í�Ó�Ô�Ð=ÕiÔ�Ý�Ì�Û/Í�ÒÚ�Ù�Ó�Ô�Ì�Ñ%Ü?ÐTÔ�Ý/Ô�ÝPÌkÎ4×ßíÒJÏ�ÐßÔ�Ý�Ú§Ù�Ï�Ì�Þ
ÖYÐßÒ4ÓPÕ�×Tæ Ù�Ï�Ì�Õ�Ì�Û�Ô�Ì�Ñ & ÐßÛ ÙYÏ�Î4Í'Ô�ÐßÍ�Ì%ÜkÌB×ßÐ=Ú�ÐTÔvÔ�Ý�Ì%Í�ÓYÔ?ÒÛP×Tæ�Ô�Ò
Ô�ÝPÌCÛPÒ*Ñ�Ì'ÕdÍ�Ò"ÖHÌ'Ï�ÐßÛPí/ÜdÒJÏ�Ñ�ÕvÍ�Ò4Û�Ô�Î4ÐßÛPÌ�Ñ�ÐßÛGÔ�ÝPÌ<ÑYÒ�Í�ÓPÚ�Ì'Û*Ô�Õ�ì
$PÓ�Ô<ÛPÌ�ÐTÔ�ÝPÌ�ÏBÔ�ÝPÌÊÜ?Ý�Ò×ßÌ�ÒÛ�Ô�Ò×ßÒ4í4æ�ì�Û�Ò4ÏBÔ�ÝPÌ ÜdÒ4Ï�ÑYÕ/Ð=Û³Ô�ÝPÌ
L*Ó�Ì'Ï�ÐßÌ�Õ)(6�

ê���CiÐ=ÛPÎ4×ß×Tæ�ì�Ô�Ý�Ì Ô�Ò�:HÌ�ÛPÕ%Ò4à{$�ÒJÔ�ÝzÑYÒ�Í�ÓPÚ�Ì'Û*Ô�Õ%Î4ÛPÑ6Ô�Ò4ÙPÐßÍ�Õ/ÎJÏ�Ì
Õ�Ó4$PÕ�Ô�ÐTÔ�ÓYÔ�Ì�Ñ�$�æ�Ô�ÝPÌ³Ð=Ñ�Ì�Û�Ô�Ð���Ì�Ï�Õ Ò4àIÔ�ÝPÌ6Í�Ò4ÛPÍ�Ì'Ù�Ô�Õ Ü?Ý�Ð=Í�Ý
Õ�Ó4$�Ò4Ï�ÑYÐßÛ�ÎJÔ�ÌLÔ�ÝPÌ�Ú ÐßÛ Ô�ÝPÌ Í'Ó�Ô Ñ�Ì�Ô�Ì'Ï�Ú�ÐßÛPÌ�Ñ�ÎJÔGÔ�Ý�Ì Ù�Ï�Ì�Þ
Í�Ì�Ñ�ÐßÛ�íIÕ�Ô�Ì'Ù��	M�Ò�:HÌ�ÛPÕMÒ4àªÔ�ÝPÌ?Ô�ÒÙ�ÐßÍ�ÕkÜ?ÝPÐßÍ�Ý ÎJÏ�ÌCÛPÒ4ÔkÕ�Ó4$�ÒJÏ�Þ
Ñ�ÐßÛ�Î"Ô�Ì�Ñ2$�æLÎÊÍ�Ò4ÛPÍ�Ì�ÙYÔ?Ò4à�Ô�Ý�Ì<Í�Ó�ÔCÎ"Ï�ÌBÐßíÛPÒJÏ�Ì�ÑP�

MiÎ�$P×ßÌ é & ÝPÌ'Ï�Ì�ÎJà1Ô�Ì�Ï6(kíHÎJÔ�Ý�Ì'ÏdÔ�Ý�Ì éé�Þ�Ù�ÔdÙYÏ�Ì�Í�ÐßÕ�ÐßÒÛ Î4Û�Ñ�Ô�ÝPÌ [ X"Þ
Ñ�Ò�Í<Ï�Ì'Í�Î4×ß×�à1Ò4Ï?Ô�ÝPÌBÌ�Ø�Ù�Ì�Ï�Ð=Ú�Ì'Û*Ô�ÕkÍ�ÎJÏ�Ï�ÐßÌ�Ñ Ò4Ó�Ô��

4. DISCUSSION AND CONCLUSIONMdÝ�Ï�Ì'Ì<ÚGÎ4ÐßÛ Í'ÒÛPÍ'×=Ó�Õ�ÐßÒÛPÕ?Í�ÎJÛ�$�ÌBÑ*Ï�Î�Ü?Û ÒÓYÔ?Ò4à�Ô�ÝPÌ�Õ�Ì<Ì�Ø�Ù�Ì�Ï�Þ
ÐßÚ�Ì�Û�Ô�Õ�

é.�{�%Õ�ÐßÛPíCÎÑ�Î4ÙYÔ�Ì�Ñ/ÎÑPÑYÐTÔ�Ð=Ò4Û�ÎJ×�Õ�Ì�ÚGÎ4Û�Ô�ÐßÍMÐßÛYà7Ò4Ï�ÚGÎ"Ô�ÐßÒÛIÍ�Î4Û/Ì�ÛYÞ
Ý�Î4Û�Í�ÌLÔ�Ý�ÌLÐßÛPÑ�Ì'ØYÐßÛPí³Ò4à<Ñ�Ò�Í�Ó�Ú�Ì�Û�Ô�Õ�ìkÎJÛ�Ñ,Ô�Ý*ÓPÕÊÔ�Ý�ÌLÙ�Ì�Ï�Þ
à7Ò4Ï�ÚGÎJÛPÍ�ÌzÒ4à Î�|a��Õ�æYÕ�Ô�Ì�Ú���MdÝPÌ,Ï�Ì�Õ�Ó�×TÔ�Õ³ÒJà�Õ�Ì�ÚGÎJÛ*Ô�ÐßÍ
& ÒÛ�Ô�Ò×ßÒíJæ*Þa$PÎ4Õ�Ì�Ñ4(ÊÐßÛ�Ñ�Ì�Ø�ÐßÛ�í & Í�Ò4×ßÓPÚ�ÛPÕ & Í"(ÊÎ4ÛPÑ & Ñ4(E(ÊÎJÏ�Ì
Ð=ÛPÑ�Ì�Ì�Ñ�$�Ì'Ô�Ô�Ì'Ï?Ô�Ý�ÎJÛ Ô�ÝPÌ~$�Î4Õ�Ì'×=ÐßÛ�Ì Õ�æYÕ�Ô�Ì�Úóà1Ò4ÏCà7ÒÓYÏ%ÒJà�Ô�ÝPÌ
Í�Ò×ß×ßÌ�Í'Ô�ÐßÒÛ�Õ�ì<$PÓYÔ?Õ�×ßÐ=í4Ý�Ô�×ßæ ÜdÒJÏ�Õ�ÌBÒÛ Ô�Ý�Ì���y8w£Í�Ò×ß×ßÌ�Í'Ô�ÐßÒÛP�
MdÝPÐßÕqÍ�Î4Û�$�Ì/Ì'ØYÙP×=ÎJÐ=Û�Ì�Ñ�$�æGÔ�ÝPÌBÕ�Ù�Ì�Í'Ð��PÍ�ÐTÔ)æ Ò4à�Ô�ÝPÌBÖÒ�Í�Î�$YÞ
ÓP×=ÎJÏ�æ6ÒJàkÔ�ÝPÌ'Õ�Ì?$�ÎJÕ�Ì�Õ�ì�ÎJÛ�Ñ Ô�ÝPÌ'ÐßÏIÎ4Ñ�Ì�L�ÓPÎ4Í'æ Ü?ÐTÔ�Ý³Ô�ÝPÌÊÕ�Ì�Þ
ÚGÎ4Û�Ô�ÐßÍ/Ï�Ì'Õ�ÒÓ�Ï�Í'Ì.�K�'wH|?Î4ÛPÑ�z{�'z���Ý�Î�ÖHÌ Î4Û{ÐßÚ�Ù�Ò4Ï�Ô�ÎJÛ*Ô
Ô�Ì�Í�Ý�ÛPÐßÍ�ÎJ×PÖHÒ�Í�Î�$PÓ�×�Î"Ï�æ�ìZ$�Ó�Ô�ÜdÌ'×=×�Í�Ò"ÖHÌ'Ï�Ì�Ñ�$*æIÔ�ÝPÌdïMð<ñ ÒÛYÞ
Ô�Ò×ßÒíJæP�o�Z�dz{��z�� Ñ�Ò�Í�Ó�Ú�Ì�Û�Ô�Õ¨ÎJÏ�ÌbÌ'Ø*Ô�Ï�Ì�Ú�Ì�×Tæ%Õ�ÚGÎJ×ß×AìJÒJà1Ô�Ì�Û
Ï�Ì�Õ�Ô�Ï�ÐßÍ'Ô�Ì�Ñ}Ô�Ò{ÎLÕ�Ð=Ú�Ù�×ßÌÊÔ�ÐTÔ�×=Ì�ÒJàvà7Ì'Ü ÜkÒ4Ï�Ñ�Õ���zkÒ4ÛYÖÌ'Ï�Õ�Ì�×Tæ�ì
Ô�ÝPÌvÖHÒ�Í�Î�$PÓ�×�Î"Ï�æÊÒJàPM{|E��yzÐßÕbÖHÌ'Ï�æIíÌ'ÛPÌ'Ï�ÎJ×�Î4ÛPÑ Ô�ÝPÌv×ßÌ�Û�í4Ô�Ý
Ò4à¨Ì�Î4Í�Ý Ñ�Ò�Í�Ó�Ú�Ì�Û�ÔbÐ=ÕM×=ÎJÏ�íÌ��	MdÝPÌ~z>|E70|�Í'Ò×ß×ßÌ�Í'Ô�ÐßÒÛ Ù�Ï�Ì�Õ�Ì'Û*Ô
Ñ�Ò�Í�Ó�Ú�Ì�Û�Ô�ÕbÒJà�Î"ÖÌ'Ï�Î4í4ÌqÕ�Ð���Ìì�$�Ó�ÔbÜ?ÐTÔ�ÝGÎ/Õ�Ðßí4ÛPÐ���Í�ÎJÛ�ÔdÛ*ÓPÚKÞ
$�Ì'ÏbÒ4àªÑ�ÎJÔ�Ì�Õ�ìÙ�Ï�ÒÙ�Ì�ÏMÛPÎ4Ú�Ì�Õ�ìÌ'Ô�Í.�ßìà1Ò4ÏbÜ?ÝPÐßÍ�Ý Ô�ÝPÌNGJIK7��P×TÞ
Ô�Ì'Ï�ÐßÛPíÊÕ�Ì'Ì�Ú�ÕdÔ�ÒKÝ�Î�ÖHÌ<Î4ÛPÛ�Ò�æ�ÐßÛ�íÊÍ�Ò4ÛPÕ�Ì�L�ÓPÌ'ÛPÍ�Ì�Õ & Ô�Ý�Ì<ÖHÌ'Ï�æ
×=Ò�Ü�Ù�Ì'Ï�à1Ò4Ï�ÚGÎJÛPÍ�ÌMÍ�×ßÌ�ÎJÏ�×TæIÐßÛ�Ñ�ÐßÍ�Î"Ô�ÌvÎ4ÛIÐßÛPÐTÔ�Ð=Î4×Y×ßÒÕ�Õ�Ò4àPÐßÛ�à7ÒJÏ�Þ
ÚGÎJÔ�ÐßÒÛ�(6�gCiÐßÛ�ÎJ×ß×ßæ�ìJÔ�ÝPÌ>��y8w�Í�Ò4×=×ßÌ�Í�Ô�Ð=Ò4ÛÊÝPÎ4Õ�ÎJÛ Ì'Ø*Ô�Ï�Ì�Ú�Ì'×ßæ
Õ�Ù�Ì�Í�Ð���Í?ÖHÒ�Í�Î�$PÓ�×�Î"Ï�æ�ìà1Ò4ÏkÜ?Ý�ÐßÍ�ÝKÔ�Ý�Ì?ïMð<ñ ÒÛ�Ô�Ò×ßÒ4í4æKÐßÕMÛPÒ4Ô
ÎÑPÎJÙ�Ô�Ì�Ñ��

T �N7YÌ�ÚGÎJÛ*Ô�ÐßÍGÑYÐ=Õ�ÎJÚ?$�Ð=í4Ó�Î"Ô�Ð=Ò4Û�ì^Ì�ÖÌ�Û,Ï�Ó�ÑYÐ=Ú�Ì'Û*Ô�Î"Ï�æ�ì�ÎJÙPÙ�Ì�Î"Ï�Õ
Ô�Òx$�Ì/ÛPÌ�Í�Ì'Õ�Õ�ÎJÏ�æ*�J|)Û�ÑYÌ�Ì�Ñªì�Ô�Ý�ÌBÕ�Ð=Ú�Ù�×ßÌBÝPÌ�ÓYÏ�Ð=Õ�Ô�ÐßÍ�ÕCÍ�Ò4ÛPÕ�ÐßÕ�Ô�Þ
Ð=Û�íLÐßÛ³Í�Ý�Ò�ÒÕ�ÐßÛPíYì�à1Ò4Ï/ÎGíÐßÖHÌ'Û³ÜkÒ4Ï�Ñ¨ì¨ÐTÔ�Õ<Ú�Ò4Õ�Ô & Î�$�Õ�Ò×ßÓ�Ô�Ì�(
à1Ï�Ì�L�ÓPÌ'Û*ÔbÕ�Ì�Û�Õ�Ì & ÙYÏ�Ò"ÖYÐ=ÑYÌ�Ñ?$�æ�ïbð<ñ�ÑYÐßÍ'Ô�ÐßÒÛPÛPÎJÏ�æ4(^Î4×TÏ�Ì�ÎÑ*æ
Î4×ß×ßÒ"Ü?Õ%ÎKÕ�ÐßíÛPÐ��PÍ�Î4Û�ÔCÐßÛPÍ'Ï�Ì�ÎJÕ�Ì/Ð=Û Ô�Ý�Ì<Ù�Ì'Ï�à1Ò4Ï�ÚGÎ4Û�Í�Ì & Í�ÒÚKÞ
Ù�ÎJÏ�Ì % Ú�ÒÕ�Ôvà�Ï�Ì�L�ÓPÌ�Û�Ô?Í�Ò4ÛPÍ�Ì�ÙYÔ % Ö<� Õ�� % Î4×ß×�Í'ÒÛPÍ'Ì�Ù�Ô % (6�
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• � ÷�ñsú#ð�ñpò�ø-þ�ñ��aú#øO��ó���������ó�ú#ñ�ó%�7ñ��+ú#ø�ös��ø�ö�ö#ñ�÷�ÿZø�õTþ�ô�õ���ú#øú#ð%ñ1���%ñ�ö$���/ó�õTþ[ö#ñ+ú���ö#õRþ�ø����%ò�ñ�õ8ú#÷]ð%óT�-ô3õ���Añ��+ú#øBö#÷1t�ø:�N�
ú�ó�ô3õ%ñ@þ�Z��ú#ð�ñ]ò�ø-þ�ñ��?u�����ø�÷�ñ:ú#øpú#ð%ñ"����ñ+ö$�%�Añ��+ú#øBö"0���{�G

1.1 The vector spacem ÷�ñ�ò<ó�õ8ú#ô��)�7ñ��+ú#ø�ö)÷�ÿTó��+ñ`ò<ó��1�Zñ)��ó���������ó�ú#ñ@þUó���ú#ø7ò<ó�ú#ô��@ó����	�
�%÷�ô3õ��s÷�ø�ò�ñ]þ�ô	#!ñ+ö#ñ+õ-ú^ò�ñ+ú#ð%ø-þ�÷��oJ(ù/û)ñ,�3ø8ø7ü�óBú�LWó�õ%þ�ø�ò�J(õTþ�ñc*N�
ô3õ���t�L�J$us0��+�TGSóBõTþ���ô3õ��:����ó�ös~Xó����%ñ��]ñ��+ø7ò�ÿZø7÷�ô4ú#ô3ø7õ�tP�Z~)��uc�50 ���
�:�cGjú#ð%ñc�
þ�ô�#!ñ�öWô3õrø�õ%ñhô3ò�ÿZø�ö�ú�ó�õ8úbû*ó��RH�L,J)øBùgú#ñ�õ���÷�ñ�÷Wó�÷�ò<ó����
÷$�3ô�þ�ô3õ���ûbô3õTþ�ø�û�ó�÷���ø7õ8ú#ñ�*-ú+�Tó�õTþ��Z~)� õ�ø�ö#ò<ó����	��%÷�ñ�÷`ó�þ�ø����N�
ò�ñ�õ8úÁóB÷(�+ø7õ8ú#ñ�*-ú+�K-Wø�û^ñ��Añ+ö+�Bú#ð%ñc�pþ�ø`ð%óT�7ñ)ô3ò�ÿZø�ö�ú�ó�õ8újú#ð�ô3õ��7÷Áô3õ
��ø�ò�ò�ø7õ5Haú#ð%ñ����ZøBú#ðO�%÷�ñhó.��óBö��7ñh÷�ñ+úPøBùjú#ñ�*-ú)ùVøBöWú�ö�óBô3õ%ô3õ��N�TóBõTþ
ú#ð%ñrñc*�ú�ö�ó��+ú#ñ@þmò�ø-þ�ñ��3÷��ô��Añ
ú#ð%ñrÿZø�÷�÷�ô���ô���ô4ú7�èú#ø
�@ó���������óBú#ñ[ú#ð%ñ
þ�ô3÷cú�óBõ���ñ%�Zñ+ú�û^ñ�ñ�õ>û)øBö�þ�÷pó�õTþ��BøBö�þ�ø����%ò�ñ�õ8ú#÷h÷�ô3õ���ñ<ú#ð%ñ�÷�ñ�óBö#ñ
ö#ñ�ÿ�ö#ñ�÷�ñ�õ8ú#ñ@þró�÷,�Añ��+ú#øBö#÷`ô3õrú#ð%ñ��Añ���ú#ø�öW÷�ÿTó��+ñ:�]ï)ð�ñsõ�ñ+û��7ñ��+ú#ø�ö
÷�ÿTó���ñbô3÷XóWÿ�ö#øT�cñ��+ú#ô3ø�õ�øBùTú#ð%ñ*øBö#ô��7ô3õTó��Q��ø��qø�������ö�ö#ñ�õ���ñ��TóB÷�ñ@þ��Añ��c�
ú#ø�öS÷�ÿ%ó���ñ�����ú&÷cú#ô����%ð%ó�÷ÁðZ�%õTþ-ö#ñ@þ�÷aø�ù!þ�ô�ò�ñ+õ%÷�ô3ø7õ�÷��Áï)ð%ñ)ò�ñ�ú#ð%ø-þN�
ø:�3ø�����ú#ø��@ó���������óBú#ñ�÷�ô3ò�ô��vó�ö#ô4ú#ô�ñ+÷t�øBö�þ�ô3÷cú�ó�õ���ñ�÷�u]ô3õfóUÿ�ö#ø���ñ��+ú#ñ@þ
�Añ���ú#ø�ö]÷�ÿ%ó���ñsô3÷]ø�ùvú#ñ�õrö#ñ+ùVñ+ö�ö#ñ�þ[ú#ø�ó�÷sqaóBú#ñ+õ-ú"��ñ�ò<óBõ8ú#ô���J(õTþ�ñc*N�
ô3õ���tIqK�ZJ$uc�50 |N�5{N�o�+yTGoJ�õ���ó�ú#ñ�õ8ú]÷�ñ�ò<óBõ-ú#ô���ô3õTþ�ñc*�ô3õ���ñ@ó���ðrû)ø�ö�þR�
ø�öpú#ñ+ö#ò����Uô�÷sö#ñ�ÿ�ö#ñ�÷�ñ+õ-ú#ñ�þHóB÷�ó��Añ��+ú#øBö�ô3õmóBõ w �(þ�ô3ò�ñ�õ�÷�ô�ø�õTó��
÷�ÿTó���ñ:� w ø�ö#ò<ó��(n(�����3ôvþ�ñ@ó�õNþ�ô3÷cú�ó�õ��+ñ:�&ø�ösø�ú#ð�ñ+ösþ�ô3÷cú�ó�õ���ñ<ò�ñ@ó��
÷$��ö#ñ+÷�����ô��7ñs�%÷)ú#ð�ñ`ÿZø7÷�÷�ô���ô��3ô4ú���ú#øpñ�ó�÷�ô��	�O�@ó���������óBú#ñ]ú#ð�ñ]þ�ô�÷cú�óBõ���ñ
�Zñ+ú(û)ñ�ñ�õ�û)ø�ö�þ�÷��

1.2 A major weakness with the current use of
LSIï)ð%ñsÿ�ö#ø����3ñ�ò ó�ö#ô�÷�ñ+÷hûbð�ñ�õ�ô3ús��ø7ò�ñ�÷]ú#ø�þ�ø����%ò�ñ�õ8ú#÷���ó�õ%þ�ô3õ

ú#ð%ô3÷�ò�ø-þ�ñ����Só
ÿ�ð�ö�ó�÷�ñ<ô3÷pò�ø-þ�ñ����3ñ@þ�ú#ð%ñ�÷#óBò�ñ<û)ó��>ó�÷pó
÷�ð%øBö�ú
� �
óBõ���ö#ñ�÷�ñ@ó�ö���ð�ñ+ö#÷hû)ø:����þfÿ�ö#ñ+ùgñ+ösú#ørð%ó+�Añpú#ñ+ö#ò�÷hð%ñ�ö#ñ<ö�ó�ú#ð%ñ+ö
ú#ðTóBõpû)øBö�þ�÷(����ú&ú#ð%ñ)ú�ö�ó�ô3õ�ô�õ��hþ%ó�ú�ós��ø7õ8ú�ó�ô3õ�÷Sû^ø�ö�þ�÷��A÷�ø:ô3ùZû^ñPþ�ø
õ%øBú^û)ó�õ8ú)ú#øhñ�*-ú�ö�ó��+ú^ú#ð%ñbú#ñ+ö#ò�÷^ó���ú#ø�ò<óBú#ô��@ó����	��ó�÷Xû)ñ������-û)ñWûbô����
ðTó+�Añbú#ø.�%÷�ñWú#ð�ñWû^ø�ö�þ�÷^ô�õ�÷cú#ñ@ó7þR� m ÷)ò<óBõ����3ô3õ��:��ô3÷cú#÷*ÿZø7ô3õ8ú)ø:��ú+�
ú#ð%ô3÷jô3÷jùVóBö&ùgö#ø�ò�ø�ÿ�ú#ô3ò<ó��8÷�ô3õ��+ñ^û)øBö�þ�÷&ó�ö#ñ*ó�ò��%ô��:��ø:�%÷jó�õTþ:ò<óBõZ�
û)øBö�þ�÷:ò<ó��rð%óT�7ñpò�ø�ö#ñ�ø�ö��3ñ�÷�÷]ú#ð�ñp÷#óBò�ñpò�ñ@óBõ%ô3õ��N��J(õ�ó��Añ��c�
ú#ø�ö�÷�ÿ%ó���ñ1��ø�õ8ú�ó�ô3õ%ô3õ��O�Añ��+ú#øBö#÷.�+ø�ö�ö#ñ�÷�ÿZø�õTþ�ô3õ��
ú#ø�ú#ñ+ö#ò�÷���ú#ð%ñ+ö#ñ
û)ø�����þO�Zñ:õ�øsú�û^ø�þ�ô	#!ñ+ö#ñ+õ-ú*ú#ñ�ö#ò�÷)ûbô3ú#ð�ú#ð%ñ]÷#óBò�ñ:ò�ñ@ó�õ�ô�õ����
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}¥6":(@�T�3i:FON\B0Gy@�T�3�l-3/>A@�B0D�:`>/B0DFD�3�:Fa�BW8C<76"8NM1@�B#3/;0>XT]R'BLDX<4U
4.1 Preparation of data before SVDg'TN3=kN;0:F3/J"6"8N3^@�BWfW3/8N6"��;�@�6?B08�B0G�@�T�3#@FDX;06"8N6"8NM�<�;L@X;96":&@�B1h�O�:�@>�D�3�;�@�3=BW8�31@�BWf-3�8_GwBLD&3�;0>XTjR�B0DX<4U#��3/J"6"\=6"@�3AD�:ik�3�@�R�3/3/8_R�B0DX<7:;LD�3c:FaC;L>/3/:1;08C<�BL@�TN3�DP8NB08��)J"3�@F@�3�D�:/U_g'TN6":Pa�D�BS>/3/:F:P6":PGª;L:�@=;L8C<:F6"8N>/3=@�T�6?:&R'BLD�f_6":P;9aN6"J"B0@P:�@�OC<rEnGIB0DPGwO�@�O7D�3#R'BLD�f_R`6�@�T�J?;LD�M03>/BLD�a�B0DX;_>�BW8S@X;06"8N6"8�M_k�6?J"J"6"BW8�:=B0G(@�BWf-3/8�:/up3/l-3/8�@�TN3c\=B0D�3H>/BW\#�aNJ"6">�;�@�3�<]@�BWf-3�8N6"��;L@�6"B08$\=Br<�3/J":`TC;L:(@�B=k�3�Gw;0:�@�U'�j3P;�D�3�;06"\=6"8NMBW8H;&:�E�:�@�3�\¡;�D�>AT�6"@�3�>�@�O�D�3(R`6"@�TH;�@�B0@X;LJ4a7D�BS>/3/:F:F6"8NM�@�6"\=3(6"8^@�TN3\^;0M08N6�@�OC<73�B0G|eL®=TNB0O�D�:�B08$;#<�3�>/3/8S@�R'BLD�f7:�@X;�@�6"BW8*U
4.1.1 The baseline tokenizerb|l-3/8_@�T�3#kC;L:F3/J"6"8N3#@�BWfW3/8N6"�/3�D^¯©o�g`°i>�BW8S@X;06"8N:&:FB0\=3=<�6�±=>/O�J��@�6"3/:/U��j3�8�3/3�<9@�B=D�3/>/B0MW8N6"�/3#;0>�D�B08rE7\=:`R`TN6">XTn\^;/E]6?8�>/J"OC<73c²"U"²6"8N:F6?<�3i@�B0f-3/8N:/U�@�T�3�D(8NB08��©@FD�6"l76?;LJ*@�BWfW3/8N:;LD�3�<N;�@�3/:/u�6"8S@�3�D�l0;0J":/u8rON\Pk�3�D'¯ª6"8N>�J?ON<�6"8NM:FaC;L>/3/:p;08N<C�LBLDp;�<�3�>/6"\^;0Jra�BW6"8S@A°AuW3A@�>WUyo�O7@�u@�TN3�kC;0:F3�J?6"8�3�@�BWf-3/8�6"�/3�D�R`6"J"J*8�B0@�@FDFE^@�BPzN8C<=@�TN6"8NM0:�J?6"f-3ia7D�BWa�3�D8C;L\=3/:/u7>/BW\=a�B0ON8N<�:(³�B0D`z�5�3/<HaNT7DX;0:F3/:/U
4.1.2 The tuple extended tokenizerg'TN6":i@�BWfW3/8N6"�/3�Dc¯©g'}�x�°R`6"J"J�@X;Lf-3#BW8�3=\=B0D�3#:�@�3�a_GID�B0\´o'g�Ug'TN3^D�3/:FO�J"@�6"8�M_:�@FD�6"8NM�BLG�o'g��©@�B0f-3/8N:�R`6"J?J�M0Bn@�T7D�BWO�MWT�;9@�ONaNJ"33�57aC;L8C<73�D�u;W<N<76"8NM�;0J"Ji8��)MLDX;0\=:cONam@�B�;�:Fa�3/>/6�zC>nJ"3/8NML@�T*U�VqGR'3$GIB0DH3�5�;0\=aNJ"39O�:F39@�TN3$\^;�5�J"3/8�M0@�T�GIBWO7DHR�3nM03�@���µ �0¶X¤^·A¶
¸ ¶F·A¹X£ªºS·A�N»d¼`£ª½I½*�|½ £w��»)�0�

→ ¾L¿ B0D�\=3�D�À`a7D�3/:F6?<�3/8S@�À(o�6"J"JªÀÁ�J?6"8S@�BW84ua�D�3�:F6K<73/8S@�À(o�6"J"J©ÀÁ�J"6"8S@�BW84u ¿ B0D�\=3�D�À`a7D�3/:F6?<�3/8S@�À(o�6"J"Jªu ¿ B0D�\=3�D�À��a�D�3�:F6K<73/8S@�u a7D�3/:F6?<�3/8S@�À(o�6"J"Jªuyo�6"J"JªÀÁ�J"6?8S@�B08*u ¿ B0D�\=3�D�u*a�D�3/:F6?<73/8S@�uo�6"J"Jªu�Á�J?6"8S@�BW8�Â�g'TN3�D�3/:FO�J"@pR`6"J"JC>/BW8S@X;L6?81:F3/aC;�DX;L@�3(l-3/>�@�BLD�:|GIB0D';0J"J@�TN3�:F38�3�R�@�B0f-3/8N:p>/B08N:F6":�@�6"8NM�B0G4ONa#@�BiGwB0O�D�R'B0DX<7:'3�;L>AT4U|g'TN3�D�36":&;cD�6":Ff$B0G'BLlW3�DF@FDX;06"8N6"8�M]:F6"8N>/3P@�TN31:�;L\=3#o'g��©@�B0f-3/8�R`6?J"Jpk�3#;aC;�DF@�B0G \^;08SE=g'}�x|�©@�B0f-3/8N:/u7k�O�@'3�l-3�DFE=BLD�6?M06"8C;0J�R'BLDX<H6":�;�aC;LDF@B0G�@�T�3:�;L\=3(8rO�\1k�3�DpB0G�@�O�aNJ"3/:p:FB�R�3�<7Bi8NB0@�@�TN6"8Nf&@�TN6":pR`6?J"J�k�3;^a�D�BWk�J"3/\9UiÁ�B0\=aC;�D�3�<9@�BH;^8NB0ON8$a�T�DX;0:F3P>ATrO�8Nf-3�D(BLDiaC;�D�:F3�D�ug'}�x
TN;0:�@�TN3�:�@FD�3/8�M0@�T�@�TC;L@�6"@�6?:�JK;L8NM0OC;0M03#6"8C<73/a�3/8C<73/8S@i;L8C<l-3�DFEPGª;L:�@�Up�m>ATrON8�f-3�D�B0D�aC;LD�:F3AD'\^;/E#;LJ":FBPJ"3�;0<=@�B&B�l-3�DF@FDX;L6"8N6"8NM6�G�R'3(f-3/3/a#k�BL@�T#@�TN3`>XT7O�8NfP;08N<16�@�:�>/B0\=a�BW8N3�8r@�:/UdÃWON:�@�f-3/3/a�6"8NM@�TN3P>ATrO�8Nfr:6":i8�B0@i;cMWBSBr<n6K<73�;^6"G�R'3�R�;08S@�@�Bck�3#;LkNJ"3P@�BHON:F33/6�@�TN3AD'@�TN3(:F3�;LD�>XT^@�3�D�\«µ*�0¶A¤=·A¶ ¸ ¶F·A¹X£ªºS·A�N»y¼`£ª½w½*�|½ £w�N»)�0��BLDdh�O�:�@¼`£ª½I½|�|½ £I�N»)�0��U
³ Qr6"8N>/3(R'3�a7D�6"\^;LD�6"J�E=R'B0D�f#R`6�@�T]QrR�3�<�6":FT*u7>/B0\=a�BWO�8C<�:�;LD�3�8NB0@:FON>XT{;$kN6"M�a�D�B0kNJ"3/\9U_g'TN3�E�;LD�3^R�D�6"@F@�3�8{R`6�@�T�BWO�@1:FaC;L>/3/:1k�3A�@�R�3/3/8]@�T�3�aC;�DF@�:/uNJ"6"f-3i6"8$Ä�3AD�\^;08*U
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4.1.3 Other preparationsÅ(ÆNÇLÈ�ÉNÊ�ËcÌ�Ë�Ê�Ì�Ë�ÇSÍ/Ê/ÎFÎFÏ"Æ�Ð�Ï"ÎFÎFÑ�Ê_Ï"Î^Ò`ÉNÊ�È�É�Ê�ËHÒ�Ê�ÎFÉNÇWÑ�Ó?ÔmÕ-Ê/Ê/ÌÑ�ÌNÌ�Ê�Ë�ÖLÆCÔ1Ó"Ç�Ò'Ê�Ë�Í�Ö0ÎFÊ`ÍXÉCÖ�ËXÖ0Í�È�Ê�Ë�Ç0Ë4×�Ñ�Î�ÈpÍ/ÇWÆrØ-Ê�ËFÈpÊ/ØWÊ�ËFÙrÈ�ÉNÏ"ÆNÐ�È�ÇÓ"Ç�Ò'ÊAË�Í/Ö0ÎFÊWÚpÛrÇWÜ=Ê�Ç0È�ÉNÊAËyÌ�Ë�Ê/Ì7Ë�ÇSÍ/Ê/ÎFÎFÏ"ÆNÐÎ�È�Ê/ÌNÎyÎFÉ�ÇWÑ�ÓKÔ&Ý�Ê�È�Ê/Î�È�Ê/Ô4ÞÝ�Ñ�ÈyÈ�É�Ê�Ù�ÖLË�Ê�Æ�Ç0È�ÖÌNÖLËFÈpÇ0ßCÈ�É�Ï"ÎpÌNÖ0Ì�Ê�Ë�Údà Ç�Õ-Ê�Ê/ÌPÈ�É�Ê'Ì�ÇWÎFÎFÏ"ÝNÏ"Ó"Ï�È�ÙÈ�Ç�Ò�Ç0Ë�Õ�Ç0Æ
Ó?ÖLË�ÐWÊnÍ/ÇLË�Ì�Ç0ËXÖ7ÞÈ�ÉNÊ�Ù�ÉCÖ�Ø-Ê$È�Ç�ÎFÍ�ÖLÓ"Ê_Ñ�ÌmÒ'Ê/Ó"Ó�ßIÇ0ËÉrÑ�ÐWÊiÈ�Ê�árÈ(Í/ÇWÓ"Ó"Ê/Í�È�Ï"ÇWÆ�Î/ÚiÛrÇWÜ=ÊiÌ7Ë�Ê/Ì�Ë�ÇSÍ/Ê�ÎFÎFÏ?Æ�ÐWÎ(È�Ç#ÈFËFÙ9Í/Ç0ÑNÓ?Ô9Ý�ÊWâÎ�È�Ê�Ü=Ü=Ï?Æ�Ð�Þ7Ó"Ê/Ü=Ü^ÖLÈ�Ï"ã�Ö�È�Ï"ÇWÆ9ÖLÆCÔcÍ/ÇWÜ=Ì�Ç0ÑNÆCÔcÎFÌNÓ"Ï�ÈFÈ�Ï"ÆNÐ�Ú

5. PRESENTATION OF THE HP440 EVAL-

UATION SETà'É�Ê]Ê/Ø0Ö0Ó"ÑNÖLÈ�Ï"ÇWÆ{ÎFÊ�È=Ï"Î#ÝNÖ0ÎFÊ�Ô{ÇWÆ�Ö_ÛrÒ�Ê�Ô�Ï"ÎFÉ{Î�Ù7ÆNÇWÆSÙ7Ü´È�Ê/Î�Èä Í/Ö0Ó"Ó"Ê�Ômå�æ(ç&è�ßIË�ÇWÜ´éqê�ëWÐ0ÎFÕ-ÇWÓ"Ê/Ì7Ë�Ç�Ø-Ê�ÈFì ä Ö0Æ{Ê/ÆSÈFËXÖLÆNÍ/Ê^È�Ê/Î�È#ßIÇ0ËÑ�ÆNÏ"Ø-Ê�Ë�ÎFÏ�ÈqÙ1Î�È�ÑNÔ�Ï"Ê/ÎXèAÚ|à'É�Ê�Ë�ÊÏ"Î�Ö�ÆNÊ�Ò�È�Ê/Î�ÈpÈ�Ò`Ï"Í/Ê(Ö�ÙSÊ�Ö�Ë'ÖLÆCÔ#ÇWÑ7ËÍ�ÇWÓ"Ó"Ê/Í�È�Ï"ÇWÆ^Í/Ç0ÆrÈXÖLÏ"ÆNÎyÈ�ÉNÊ'ÊAá�ÊAË�Í/Ï"ÎFÊ/ÎyßIË�ÇWÜ�í0í'È�Ê/Î�È�ÎyßIË�Ç0Ü¥È�ÉNÊ'ÙSÊ�Ö�Ë�Îí/îWî0ïLð�ñ0ò0ò0ó�ÞNÏ"Æ^È�ÇLÈXÖ0Ó�ó0ó-ò1ôSÑ�Ê�Ë�Ï"Ê/Î�Ò`Ï�È�É^õCØ-Ê(Ö0Ó�È�Ê�Ë�ÆNÖLÈ�Ï"Ø-Ê�Ö0ÆNÎ�Ò�Ê�Ë�ÎÊ/Ö0ÍXÉ*Ú
5.1 Phrases in the queriesà'É�Ï"Î�È�Ê�Î�È�Ï?Î�Æ�Ç0È#×�ÑNÎ�È_Ö�Î�Ù7ÆNÇ0ÆSÙ�ÜöÈ�Ê/Î�È�Í/Ç0ÆrÈXÖLÏ"ÆNÏ"ÆNÐmÎFÏ"Æ�ÐWÓ"ÊÒ�Ç0ËXÔ7Î/Ú'ÛrÇWÜ=Ê(Ç0ß4È�ÉNÊôSÑNÊ�ËFÙ#È�ÊAË�Ü=Î/ÞrÖ0ÆNÔcÖ&ÝNÏ"Ð0ÐWÊ�Ë`Ì7Ë�ÇWÌ�Ç0ËFÈ�Ï"Ç0ÆHÇLßÈ�É�Ê�Ö0Æ�Î�Ò'Ê�Ë�Î|Í/Ç0ÆSÈXÖ0Ï"Æ1Ì�É�ËXÖ0ÎFÊ�Î/Ú|à'ÉNÊ�ôSÑ�Ê�ËFÙiÈ�Ê�Ë�Ü=ÎdÍ/Ç0ÆSÈXÖ0Ï"Æ#Ï"Æ1Ö�ØSðÊAËXÖ0ÐWÊ=í0Ú?í�÷PÈ�ÇWÕ-Ê�ÆNÎ�Ò`Ï�È�É$Ö1Ü^ÖLá7Ï"Ü1Ñ�Ü¬ÇLßyßwÇ0Ñ�Ë`È�ÇWÕ-Ê�ÆNÎ/Þ�ÝNÑ�È`Ç0ÆNÓ�Ùí/ò7Ú î-ø¡ÇLß È�É�Ê�ôSÑNÊAËFÙ#È�Ê�Ë�Ü=Î'Í/Ç0ÆSÈXÖ0Ï"ÆHÜ=ÇLË�ÊÈ�ÉNÖ0Æ^ÇWÆ�ÊÈ�ÇWÕWÊ/Æ*ÚpùNÇLËÈ�É�Ê(Ö0ÆNÎ�Ò�Ê�Ë�Î�È�É�Ê(Ö�ØWÊ�ËXÖ0Ð0Ê(ÆrÑ�Ü1Ý�Ê�Ë|ÇLß4È�Ç0Õ-Ê/Æ�Î�Ï"Îí0Ú ú7íWÞrÜ^Ö�á7Ï?ÜPÑNÜÏ"Î&í�òrÞCÖLÆCÔ9ûWürÚ üWø«Í/Ç0ÆrÈXÖLÏ"Æ]Ü=Ç0Ë�Ê�È�ÉNÖ0ÆHÇWÆNÊÈ�ÇWÕ-Ê/Æ4Ú
5.2 About the wordså�Æ�Ê&ÎFÉNÇWÑ�Ó?Ô9ÆNÇ0È�ÊiÈ�ÉNÖLÈ�å�æç�Ï"Æ]éqê�ë0ÐWÎFÕ-Ç0Ó"Ê/Ì�Ë�Ç�Ø-Ê�ÈFì�Ï?Î(ËXÖLÈ�É�Ê�ËÔ7Ï�ý=Í/ÑNÓ�È�Ê�Ø-Ê/Æ^ßwÇ0Ë`Ñ�ÆNÏ"Ø-Ê�Ë�ÎFÏ�ÈqÙ=Î�È�ÑCÔ7Ê/ÆSÈ�Î/Ú|à'ÉNÊiÖ�Ø-ÊAËXÖ0ÐWÊË�Ê/ÎFÑNÓ�È'ßIÇ0ËÈ�É�Ê/ÎFÊ`È�Ê/Î�È�Î�Ò�ÖLÎ'úWñWø¬ÖLÜ=ÇWÆ�Ð�Ì�Ê�ÇWÌNÓ"Ê`Ò`ÉNÇ�ÖLË�Ê(ÈFËFÙ7Ï?Æ�ÐiÈ�ÇPôSÑNÖ0Ó"Ï�ßIÙßIÇ0ËPÑNÆ�Ï?ØWÊ�Ë�ÎFÏ�È�Ù_Î�È�ÑCÔ�Ï"Ê/Î/Ú9þ9Ö0ÆSÙ_Ç0ß�È�É�Ê#Ò'Ç0ËXÔ7Î1Ö�Ë�Ê=ËXÖLË�Ê^Ö0ÆNÔCÿ�Ç0ËÇ0Ó?Ô$ßwÖ0ÎFÉ�Ï?Ç0ÆNÊ�Ô�Þ*Ö0ÆCÔ9ÎFÇ0Ü=Ê1Ö�Ë�ÊPÏ?Ô7Ï?Ç0Ü=Î�Ó"Ï"Õ-Ê&ßwÇ0Ë�Ê�á�Ö0Ü=Ì�Ó?Ê����������
	
�
���� 	��������
	 ä Ü=Ê�ÖLÆNÎ�������	��
���
�*Ç0Ë Ò�Ç0ËXÔiÝSÙ�Ò�Ç0ËXÔ4â�����	�� � � 	���!���èAÚ
" ÎFÌ�Ê/Í/Ï?ÖLÓ?Ó�Ù�È�ÉNÊ�Ü1ÑNÓ�È�Ï�ð©Ò'ÇLËXÔ&Ï?Ô7Ï?Ç0Ü=ÎdÎFÉNÇ0ÑNÓ?Ô&Í/ÇWÆ7ßwÑNÎFÊ'Ö0Æ�Ç0ËXÔ�Ï"ÆNÖLËFÙ
# Û%$�þ_Ú

6. EVALUATION RESULTSÛrÏ"ÆNÍ/Ê9Ï�È^ÉNÖ0Î^Ý�Ê/Ê/Æ�Ì�ËXÖLÍ�È�Ï"Í�Ö0Ó"Ó�ÙmÏ"Ü=Ì�ÇWÎFÎFÏ"Ý�Ó?ÊHÈ�ÇjÍ�ÖLÓ?Í�ÑNÓ?ÖLÈ�ÊnÖ0Ó"ÓÍ�ÇWÜ1Ý�Ï"ÆCÖLÈ�Ï"Ç0ÆNÎ#ÇLß # Û�$iþ]Î1Ò�Ê]ÉNÖWÔ�È�ÇjÊ�á7Ì�Ó?ÇLË�ÊHÈ�É�ÊHÌNÖLËXÖ0Ü=ÊAÈ�Ê�ËÎFÌNÖ0Í/Ê�Ò`Ï�È�É_ÌNÖLËFÈ�Ï?Ö0ÓyÏ"Æ�ßIÇ0Ë�Ü^Ö�È�Ï?Ç0Æ*Ú�å�Æ$È�É�Ê�ÇLÈ�ÉNÊ�Ë�ÉCÖ0ÆNÔ]Ò'ÊPÉCÖWÔÈ�É�Ê^Ì�ÇWÎFÎFÏ"ÝNÏ"Ó"Ï�È�Ù�È�Ç$Í�ÖLÓ"Í/ÑNÓ?ÖLÈ�Ê]Ö0ÆSÙ_ÎFÌ�Ê/Í/Ï�õCÍ # Û�$iþ Ò'Ê^Ò�ÖLÆrÈ�Ê/Ô4ÚêÊ�Ë�Ê�Ò'Ê$Ò`Ï"Ó?ÓiÐ0Ç�È�É�Ë�ÇWÑ�ÐWÉmÈ�É�ÊnÌNÖLËXÖLÜ=Ê�È�Ê�ËHÎFÌCÖ0Í�ÊWÞ�Ô7Ï"Ü=Ê/ÆNÎFÏ"ÇWÆÝSÙ_Ô�Ï"Ü=Ê/Æ�ÎFÏ"ÇWÆ*Þ ÝNÑ7ÈPÎ�È�Ï"Ó"Ó�ÕWÊ/Ê/Ì_È�É�Ê=Ç0È�É�Ê�ËPÔ�Ï"Ü=Ê/ÆNÎFÏ"Ç0ÆNÎiÏ"Æ�Ü=Ï"ÆCÔÎFÏ"Æ�Í/Ê(È�É�Ê�Ù#Ü^Ö/ÙPÏ"ÆrÈ�ÊAËFßwÊ�Ë�Ê(Ò`Ï"È�É=Ê/Ö0ÍXÉcÇLÈ�ÉNÊ�Ë�Ú�&Ç0È�Ê(Ö0Ó"ÎFÇ&È�ÉCÖ�È�È�É�ÊÝNÖ0ÎFÊ/Ó"Ï"ÆNÊ0ÞpÒ`É�Ï"ÍAÉ�ÍXÉNÇSÇ0ÎFÊ/ÎPËXÖLÆCÔ7ÇWÜ=Ó�Ù_Ö0Ü=ÇWÆ�Ð9È�ÉNÊ#õNØ-Ê=Ö0Æ�Î�Ò'Ê�Ë�Î/ÞÉNÖ0Î�Ö0Æ_Ê�á7Ì�Ê/Í�È�Ê�Ô$Ë�Ê/ÎFÑ�Ó"È1ñLò-ø ä ïWïcÍ/Ç0ËFË�Ê�Í�ÈPÖ0ÆNÎ�Ò�Ê�Ë�Î&ÇWÑ7È&Ç0ß'È�É�Êó0ó-òWèAÚ�&Ç0È�ÊÈ�ÉNÖLÈ�È�ÉNÖLÈ'È�É�Ê�ÎFÊ/Í/Ç0ÆCÔcË�Ê�ÎFÑNÓ�È`Í/ÇWÓ"Ñ�Ü=ÆHÏ"ÆHÈ�É�ÊÈXÖLÝNÓ"Ê/ÎÎFÉ�Ç�Ò`Î(È�É�ÊiÖ0Ý�ÎFÇWÓ"Ñ�È�ÊiÆrÑNÜPÝ�Ê�Ë�ÇLßyÍ/Ç0ËFË�Ê�Í�È�ÖLÆNÎ�Ò�Ê�Ë�Î/Ú
6.1 Upper and lower caseà'É�Ê`Í/ÇWÆSÈ�Ê�árÈpÎFÏ"ã/Ê�ÖLÆCÔPÈ�É�Ê`Æ7Ñ�Ü1Ý�Ê�ËdÇ0ß*Ô�Ï"Ü=Ê/Æ�ÎFÏ?Ç0ÆNÎ|Ï"Î�É�Ê�Ë�Ê`ÎFÊ�ÈÈ�Çní�ò0ò9Ö0ÆNÔ(' ��)�� ��Ï"Î#í�òHòWò0ò ä í�òLÕNèAÞ4ÎFÇHÓ?ÊAÈ&ÑNÎ�ÈXÖLÕ-Ê=Ö^Ó?ÇSÇ0ÕjÖ�ÈÈ�É�Ê�Ë�Ê/ÎFÑNÓ�È�Î�ßwÇLËÖPßwÊ�Ò Í/ÇLË�Ì�Ç0ËXÖ#Ï"ÆHÈXÖLÝNÓ"Ê#íWÚà'É�Ê�Ë�Ê�Ï"Î�ÆNÇPÎFÏ"ÐWÆNÏ�õNÍ�Ö0ÆSÈ(Ô�Ï+*�Ê�Ë�Ê�ÆNÍ/Ê�Ý�ÊAÈ�Ò'Ê�Ê/Æ,���-��.cÖLÆCÔ0/ � ���
�AÞÝ�Ñ�ÈpÈ�ÉNÊ'ßwÖ0Í�È�È�ÉCÖLÈpÈ�ÉNÊ`Ø-ÇSÍ/Ö0ÝNÑ�Ó?ÖLËFÙ#Ð0Ê�È�Î�ÎFÜ^ÖLÓ"Ó?ÊAË'Ï�ß�Ò'Ê(ÑNÎFÊ`Ó"Ç�Ò�Ê�ËÍ/Ö0ÎFÊWÞ7ÖLÆCÔPÎFÇ0Ü=Ê�Ï"ÆNÏ�È�Ï?Ö0ÓNÊAá�Ì�ÊAË�Ï?Ü=Ê�ÆrÈ�ÎyÏ"Æ1È�É�Ê`Ô�ÇSÍ/Ñ�Ü=Ê/ÆSÈdË�Ê�ÈFË�Ï"Ê/Ø0Ö0ÓÔ7ÇWÜ^ÖLÏ?Æ4Þ�Ò�ÊiÍAÉ�ÇSÇWÎFÊ�È�Ç#Ñ�ÎFÊiÓ"Ç�Ò�Ê�Ë(Í�Ö0ÎFÊißKË�ÇWÜ�ÆNÇ�ÒiÚ
6.2 Verify that bigger Vocab is better1 ÊiÒ`Ï?Ó"ÓdÆ�Ç�Ò¥ÐWÇ^Ç0Æ9Ò`Ï"È�É2'3� � �`ÎFÊ�È(È�ÇcÓ"Ç�Ò'ÊAË�Þ5476  ÖLÆCÔ8' � !È�ÇHí�òWòrÞ�ÖLÆCÔ9' �:);� �'È�Çcí�ò0Õ�ÞNÖ0ÆNÔcÈFËFÙcÎFÇWÜ=ÊiÔ7Ï+*�Ê�Ë�Ê/ÆSÈ`ØWÖLÓ"ÑNÊ/Î'ßIÇ0Ë

<�=?>�@BADC;EGFHA�IKJ�@ML�IONQP?RSLKT�A0L
UVPXW�=?IYA,P[Z5LY\MP^]5I
_ P?R`ZaJ5I b7P:W�=;> _ =?IYA FHA%IKJ5@ML
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ î0ó0Õ,e Õ-Ê/Ê/Ì óWï7Ú ó�í�ø ñrí/û
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ î0ó0Õ,e Ó"Ç�Ò�Ê�Ë óWï7Ú ú0ó-ø ñrí�ó
c Ë�Ï"ÆNÐ�d7f�Ó?ÊAß�í�òWþ û-ñW÷�Õ,e Õ-Ê/Ê/Ì ñ0÷rÚ ò-ü0ø íWí/î
c Ë�Ï"ÆNÐ�d7f�Ó?ÊAß�í�òWþ û7í�ü�Õ,e Ó"Ç�Ò�Ê�Ë ñLú7Ú ü0îWø íWí�÷
f�Ó"Ê�ß ú7í�÷�Õ,e Õ-Ê/Ê/Ì ñLï7Ú ú0ó-ø í�ñLú
f�Ó"Ê�ß ü0îWòLÕ,e Ó"Ç�Ò�Ê�Ë ûríWÚ"í/ó-ø í�ûW÷

•

à'ÉNÊPõ�Ë�Î�È&ØWÖLÓ"ÑNÊ1Ï"Æ�È�ÉNÊ�Ë�Ê/ÎFÑNÓ�ÈFð©õCÊ/Ó?Ô�Ï"Î�È�ÉNÊ1Ì�ÊAË�Í/Ê/ÆSÈXÖ0Ð0Ê#Ç0ßÍ/Ç0ËFË�Ê/ÍAÈ�ÖLÆNÎ�Ò'ÊAË�Î/Þ�Ö0ÆNÔHÈ�ÉNÊiÎFÊ�Í/ÇWÆNÔ4Þ7È�ÉNÊ&Ö0Ý�ÎFÇWÓ"Ñ�È�Ê&ÆrÑNÜPÝ�Ê�ËÇ0ßyÍ/ÇLËFË�Ê/Í�È�Ö0Æ�Î�Ò'Ê�Ë�Î
•

à'ÉNÊhg e�g*Ü^Ö�Ë�ÕrÎ�È�ÉCÖ�È )�� �-��iiÏ?ÎÈ�ÉNÊ1Í�ÇWÜ=ÌNÓ"Ê�È�ÊPØ-ÇSÍ�ÖLÝNÑNÓ?Ö�ËFÙßwÇ0Ë`È�É�Ï?Î`Í/ÇLË�ÌNÑ�Î

<�=?>�@BAkj^EGFHA�IKJ�@ML�IONQP?Rmlan�oKp^q
_ P?R`ZaJ5I b7P:W�=?> FSA%IKJ5@BL
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ í�òLÕ ñ0ï7Ú ó7í�ø í�ñ0ü
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ ûWòLÕ óSürÚ ñLû-ø í�î0î
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ î0ó0Õ,e ó-ï7Ú úLóSø ñrí�ó
c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ßqí�òWþ í�òLÕ ñríWÚ üLî-ø îWü
c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ßqí�òWþ ûWòLÕ ñWñrÚ ñ0÷Wø î0ï
c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ßqí�òWþ í�ò0ò0Õ ñW÷rÚ ñ0÷Wø í�ñLò
c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ßqí�òWþ ûWò0ò0Õ ñ0ú7Ú"í�óSø íWí�ü
c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ßqí�òWþ û-ñ0÷LÕre ñ0ú7Ú üLî-ø íWí�÷

)�� �-��i(Ï"ÆcÈXÖ0ÝNÓ"Ê�ñSÚà'ÉNÊAË�Ê=Ï?Î&ÖHÍ/Ó"Ê�ÖLË�Ó�Ù_ÎFÏ?Ð0ÆNÏ�õCÍ/Ö0ÆSÈPÔ�Ï+*�Ê�Ë�Ê/Æ�Í/Ê#Ý�Ê�ÈqÒ'Ê/Ê/Æjî0ó0ÕjÖLÆCÔí�òLÕ�ØWÇSÍ�Ö0Ý�ÑNÓ?ÖLËFÙ�ßwÇLË c Ë�Ï"Æ�Ð�d # ÊAá�Ï"Æ4Þ(Ö0ÆCÔ�ßwÇ0Ë c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ß�í/ò-þÒ'Ê(ÐWÊAÈ�Öiû7Ú ò
χ2
ðqØ0Ö0Ó"Ñ�Ê`Ò`É�Ï"ÍAÉ=Ï"Î'ÖLÓ"Ü=ÇWÎ�È'ÎFÏ"Ð0ÆNÏ�õCÍ�ÖLÆSÈ'ÇWÆ#È�É�Ê(î-üWøÓ"Ê/Ø-Ê/ÓªÚ¥à'ÉNÊ�Ë�Ê�ßIÇ0Ë�Ê$Ò'Ê�Í/Ç0ÆNÍ/Ó"ÑNÔ�Ê9È�ÉCÖ�ÈHÖ�ÝNÏ"ÐWÐ0Ê�Ë]ØWÇSÍ�Ö0Ý�ÑNÓ?ÖLËFÙ�Ï"ÎÝ�Ê�ÈFÈ�Ê�Ë�Ú

6.3 Find an optimal CoVoc values Æ#ÈXÖLÝNÓ"Ê�û,'3� � ��Ï"Î�ÎFÊAÈ'È�Ç&Ó?Ç�Ò�Ê�Ë�Þ?476  Ö0ÆNÔX' � !&È�Çcí/òWò7Ú�&Ç�ÒÒ'Ê�Ò`Ï"Ó"Ó*È�Ê�Î�ÈÎFÇ0Ü�ØWÖLÓ"ÑNÊ/Î�ßwÇLËS' ��)�� ��ÚùNÇLË c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ßqí�òWþöÈ�ÉNÊ=Ô7Ï+*�Ê�Ë�Ê/ÆNÍ�Ê/Î&ÖLË�Ê=Æ�Ç0È�ÎFÏ"ÐWÆNÏ�õNÍ�Ö0ÆSÈ�ÞatÖ0ÆNÔ&ßIÇ0Ë c Ë�Ï"Æ�Ð�d # ÊAá�Ï"Æ�Ï�ÈyÏ"ÎdÆNÇLÈyØ-Ê�ËFÙiÍ�Ó?Ê/ÖLË|Ê/Ï�È�ÉNÊAË�Úyê�Ç�Ò'Ê�Ø-Ê�Ë�Þ�È�ÉNÊÔ�Ï+*�Ê�Ë�Ê�ÆNÍ/Ê=Ý�Ê�ÈqÒ'Ê/Ê�Æ�í�î0ò ä ' ��)�� �-uPí/Õ�è�Ö0ÆNÔ�ñrí�ó ä ' ��)�� �-uPí�òLÕ�èÍ/ÇLËFË�Ê/Í�ÈiÖLÆNÎ�Ò�Ê�Ë�Î�Ï"Î�Ø-Ê�ËFÙHÍ/Ó"ÇWÎFÊ�È�Ç^ÎFÏ?Ð0ÆNÏ�õCÍ/Ö0ÆSÈ&ÖLÈ(È�ÉNÊPîWòWø Ó"Ê/ØWÊ/ÓÖ0Í�Í/Ç0ËXÔ7Ï?Æ�Ð(È�Ç`È�ÉNÊ
χ2
ð)ØWÖLÓ?Ñ�Ê�ñrÚ ú0ó7Ú 1 ÉNÊ/Æ�Ò�Ê�ËXÖLÏ?ÎFÊ�Îv' ��)�� �dÖ0Ý�Ç�Ø-Êí�òLÕ�Þ�È�É�Ê�Ë�Ê/ÎFÑNÓ�È�Î`ÐWÊ�È(ÎFÓ"Ï"ÐWÉSÈ�Ó�ÙHÒ�Ç0Ë�ÎFÊWÚ

t à'É�Ê Ý�Ï?Ð0ÐWÊ�Ëwf�Ç�$pÇSÍ ÎFÊ�ÈFÈ�Ï"ÆNÐ0Î�Ô�Ï?Ô Æ�Ç0È¦Ò�Ç0Ë�Õ Ò`Ï�È�É È�ÉNÊ
c Ë�Ï"ÆNÐ�d7f�Ó"Ê�ß�í/ò-þ Í/Ç0Ë�Ì�ÑNÎ�Ô�Ñ�Ê(È�Ç�È�É�ÊÊ/Æ�Ç0Ë�Ü=Ç0ÑNÎpÜ^ÖLÈFË�Ï�á#ÎFÏ"ã/Ê(ÇWÝ7ðÈXÖ0Ï"Æ�Ê�Ô4Ú

<�=;>�@MAyx:EGFHA%IKJ5@MLYISNQP?R{zvn|l�n�o
_ P?R`ZaJ5I b7P:W�=;> _ P?b7P:W FHA%IKJ5@ML
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ îLóWÕre í/Õ óWû7Ú"í�ïWø í�îWò
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ îLóWÕre û0Õ ó-÷rÚ ò-ü0ø ñ0ò-÷
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ îLóWÕre í�òLÕ óWï7Ú ú0ó-ø ñrí/ó
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ îLóWÕre ûWòLÕ óWú7Ú ï-ñ0ø ñ0òWú
c Ë�Ï"ÆNÐ�d # Ê�á7Ï"Æ îLóWÕre í/òWòLÕ ó-ürÚ ñ0ûWø í�îWî
c Ë�Ï"ÆNÐ�d7f�Ó?ÊAß�í�òWþ û-ñ0÷LÕre í/Õ ñ0ürÚ úWïWø íWí�û
c Ë�Ï"ÆNÐ�d7f�Ó?ÊAß�í�òWþ û-ñ0÷LÕre û0Õ ñ0ürÚ úWïWø íWí�û
c Ë�Ï"ÆNÐ�d7f�Ó?ÊAß�í�òWþ û-ñ0÷LÕre í�òLÕ ñLú7Ú ü0îWø íWí�÷
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6.4 Find an optimal value for Dim¸3¹`ºY» �°¼V¼½��¾7¾-¿r¯°¿�À|����Á ¸3Â`Ã ¾-¿k«�¥�¥%Á�Ä`�?Å ¸3Â:Æ;Â�Ç ¾-¿k«Y¥�¢[§SÈÉ�
¾�Ä`Ê;¯°�Ë¡ÌÀ��ËÍ?Ä�Î��|¾-Í;� �-�Y¼½Ï;¯+¾-¼a±Ð¿`��¼½¿�ÑH�ËÅ��+Ò^���-�Y��¾�Î�Ä�¯°Ï;��¼�±M¿��|Ó7ÔMÕ�§
Ö ¼vÏ;¼½Ï;Ä�¯�Á^¾-Í;�×� �-�°�;���7®�¯��
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Å%�+Ò^���-�Y�;Ú���Á^ÛGÊ;Ï�¾Ü� �-�°�����v���
���°�0�°¼ÜÚ�¯��YÄ`�-¯+Ý,Ê[��¾½¾-���ÞÀß�+¾-ÍàÓ7ÔÐÕ7áÜâ
«Y¥�¥�¥ß¾-Í;Ä��×Ó7ÔMÕGá×«�¥�¥ËÄ��;Å7Ä�¯°¼½¿Þ±M¿���Ó7ÔÐÕ7á×«�¥�¥|¾-Í;Ä��v±Ð¿`�3ÓvÔÐÕGáv¤�¥%§
ãk�3Ä�¯°¼½¿ß����¾�¾-Í;�

χ2
â�Î�Ä�¯°Ï��3©�§ ¦�ËÊ[��¾ÉÀ��Y�Y�×ÓvÔÐÕGá×«Y¥�¥�¥ËÄ`�?ÅVÓvÔÐÕGáÜâ
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è|Í��°¼Ü�°¼ß�°��¯°�°�;�vÀß�+¾-Í�¾-Í;�GÄK�½¾-�°ÚY¯°�Y¼ÌÄ`Ê[¿�Ï%¾Þ��ç%È�§�é ¬�Á[�Á5«�¥Kê

6.5 Find an optimal value for Con¸3¹`ºY» �°¼G¼½��¾7¾-¿�¯°¿�À|�
��Á Ó7ÔÐÕë¾-¿k«Y¥�¥%Á�Ä��;Å ¸3Â�Æ�Â�Ç ¾-¿à«Y¥�¢[§HÈÉ�
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χ2
â�Î�Ä�¯°Ï���Á%Ê;Ï�¾�±Ð¿��Ü� �-�°�����Üâ
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ABSTRACT

E-mail users face an ever-growing challenge in managing their in-
boxes due to the growing centrality of email in the workplace for
task assignment, action requests, and other roles beyond informa-
tion dissemination. Whereas Information Retrieval and Machine
Learning techniques are gaining initial acceptance in spam filtering
and automated folder assignment, this paper reports on a new task:
automated action-item detection, in order to flag emails that require
responses, and to highlight the specific passage(s) indicating the re-
quest(s) for action. Unlike standard topic-driven text classification,
action-item detection requires inferring the sender’s intent, and as
such responds less well to pure bag-of-words classification. How-
ever, using enriched feature sets, such as n-grams (up to n=4) with
chi-squared feature selection, and contextual cues for action-item
location improve performance by up to 10% over unigrams, using
in both cases state of the art classifiers such as SVMs with auto-
mated model selection via embedded cross-validation.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval; I.2.6 [Artificial Intelligence]: Learning; I.5.4 [Pattern

Recognition]: Applications

General Terms

Experimentation

Keywords

Text classification, speech acts, feature selection, e-mail, n-grams,
SVMs

1. INTRODUCTION
E-mail users are facing an increasingly difficult task of manag-

ing their inboxes in the face of mounting challenges that result from
rising e-mail usage. This includes prioritizing e-mails over a range
of sources from business partners to family members, filtering and
reducing junk e-mail, and quickly managing requests that demand

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
SIGIR’05, August 15–August 19, 2005, Salvador, Brazil.
Copyright 2005 ACM 1-59593-034-5/05/0008 ...$5.00.

From: Henry Hutchins <hhutchins@innovative.company.com>

To: Sara Smith; Joe Johnson; William Woolings
Subject: meeting with prospective customers
Sent: Fri 12/10/2005 8:08 AM

Hi All,

I’d like to remind all of you that the group from GRTY will be visiting us

next Friday at 4:30 p.m. The current schedule looks like this:

+ 9:30 a.m. Informal Breakfast and Discussion in Cafeteria

+ 10:30 a.m. Company Overview

+ 11:00 a.m. Individual Meetings (Continue Over Lunch)

+ 2:00 p.m. Tour of Facilities

+ 3:00 p.m. Sales Pitch

In order to have this go off smoothly, I would like to practice the pre-

sentation well in advance. As a result, I will need each of your parts by

Wednesday.

Keep up the good work!

–Henry

Figure 1: An E-mail with emphasized Action-Item, an explicit

request that requires the recipient’s attention or action.

the receiver’s attention or action. Automated action-item detection

targets the third of these problems by attempting to detect which
e-mails require an action or response with information, and within
those e-mails, attempting to highlight the sentence (or other pas-
sage length) that directly indicates the action request.

Such a detection system can be used as one part of an e-mail
agent which would assist a user in processing important e-mails
quicker than would have been possible without the agent. We view
action-item detection as one necessary component of a successful
e-mail agent which would perform spam detection, action-item de-
tection, topic classification and priority ranking, among other func-
tions. The utility of such a detector can manifest as a method of
prioritizing e-mails according to task-oriented criteria other than
the standard ones of topic and sender or as a means of ensuring that
the email user hasn’t dropped the proverbial ball by forgetting to
address an action request.

Action-item detection differs from standard text classification in
two important ways. First, the user is interested both in detect-
ing whether an email contains action items and in locating exactly
where these action item requests are contained within the email
body. In contrast, standard text categorization merely assigns a
topic label to each text, whether that label corresponds to an e-mail
folder or a controlled indexing vocabulary [12, 15, 22]. Second,
action-item detection attempts to recover the email sender’s intent
— whether she means to elicit response or action on the part of the
receiver; note that for this task, classifiers using only unigrams as
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features do not perform optimally, as evidenced in our results be-
low. Instead we find that we need more information-laden features
such as higher-order n-grams. Text categorization by topic, on the
other hand, works very well using just individual words as features
[2, 9, 13, 17]. In fact, genre-classification, which one would think
may require more than a bag-of-words approach, also works quite
well using just unigram features [14]. Topic detection and track-
ing (TDT), also works well with unigram feature sets [1, 20]. We
believe that action-item detection is one of the first clear instances
of an IR-related task where we must move beyond bag-of-words
to achieve high performance, albeit not too far, as bag-of-n-grams
seem to suffice.

We first review related work for similar text classification prob-
lems such as e-mail priority ranking and speech act identification.
Then we more formally define the action-item detection problem,
discuss the aspects that distinguish it from more common problems
like topic classification, and highlight the challenges in construct-
ing systems that can perform well at the sentence and document
level. From there, we move to a discussion of feature representa-
tion and selection techniques appropriate for this problem and how
standard text classification approaches can be adapted to smoothly
move from the sentence-level detection problem to the document-
level classification problem. We then conduct an empirical analysis
that helps us determine the effectiveness of our feature extraction
procedures as well as establish baselines for a number of classifi-
cation algorithms on this task. Finally, we summarize this paper’s
contributions and consider interesting directions for future work.

2. RELATED WORK
Several other researchers have considered very similar text clas-

sification tasks. Cohen et al. [5] describe an ontology of “speech
acts”, such as “Propose a Meeting”, and attempt to predict when an
e-mail contains one of these speech acts. We consider action-items
to be an important specific type of speech act that falls within their
more general classification. While they provide results for sev-
eral classification methods, their methods only make use of human
judgments at the document-level. In contrast, we consider whether
accuracy can be increased by using finer-grained human judgments
that mark the specific sentences and phrases of interest.

Corston-Oliver et al. [6] consider detecting items in e-mail to
“Put on a To-Do List”. This classification task is very similar to
ours except they do not consider “simple factual questions” to be-
long to this category. We include questions, but note that not all
questions are action-items — some are rhetorical or simply social
convention, “How are you?”. From a learning perspective, while
they make use of judgments at the sentence-level, they do not ex-
plicitly compare what if any benefits finer-grained judgments offer.
Additionally, they do not study alternative choices or approaches to
the classification task. Instead, they simply apply a standard SVM
at the sentence-level and focus primarily on a linguistic analysis of
how the sentence can be logically reformulated before adding it to
the task list. In this study, we examine several alternative classi-
fication methods, compare document-level and sentence-level ap-
proaches and analyze the machine learning issues implicit in these
problems.

Interest in a variety of learning tasks related to e-mail has been
rapidly growing in the recent literature. For example, in a forum
dedicated to e-mail learning tasks, Culotta et al. [7] presented meth-
ods for learning social networks from e-mail. In this work, we do
not focus on peer relationships; however, such methods could com-
plement those here since peer relationships often influence word
choice when requesting an action.

3. PROBLEM DEFINITION & APPROACH
In contrast to previous work, we explicitly focus on the benefits

that finer-grained, more costly, sentence-level human judgments of-
fer over coarse-grained document-level judgments. Additionally,
we consider multiple standard text classification approaches and
analyze both the quantitative and qualitative differences that arise
from taking a document-level vs. a sentence-level approach to clas-
sification. Finally, we focus on the representation necessary to
achieve the most competitive performance.

3.1 Problem Definition
In order to provide the most benefit to the user, a system would

not only detect the document, but it would also indicate the specific
sentences in the e-mail which contain the action-items. Therefore,
there are three basic problems:

1. Document detection: Classify a document as to whether or
not it contains an action-item.

2. Document ranking: Rank the documents such that all doc-
uments containing action-items occur as high as possible in
the ranking.

3. Sentence detection: Classify each sentence in a document as
to whether or not it is an action-item.

As in most Information Retrieval tasks, the weight the evalua-
tion metric should give to precision and recall depends on the na-
ture of the application. In situations where a user will eventually
read all received messages, ranking (e.g., via precision at recall of
1) may be most important since this will help encourage shorter de-
lays in communications between users. In contrast, high-precision
detection at low recall will be of increasing importance when the
user is under severe time-pressure and therefore will likely not read
all mail. This can be the case for crisis managers during disaster
management. Finally, sentence detection plays a role in both time-
pressure situations and simply to alleviate the user’s required time
to gist the message.

3.2 Approach
As mentioned above, the labeled data can come in one of two

forms: a document-labeling provides a yes/no label for each doc-
ument as to whether it contains an action-item; a phrase-labeling

provides only a yes label for the specific items of interest. We term
the human judgments a phrase-labeling since the user’s view of the
action-item may not correspond with actual sentence boundaries or
predicted sentence boundaries. Obviously, it is straightforward to
generate a document-labeling consistent with a phrase-labeling by
labeling a document “yes” if and only if it contains at least one
phrase labeled “yes”.

To train classifiers for this task, we can take several viewpoints
related to both the basic problems we have enumerated and the form
of the labeled data. The document-level view treats each e-mail as
a learning instance with an associated class-label. Then, the docu-
ment can be converted to a feature-value vector and learning pro-
gresses as usual. Applying a document-level classifier to document
detection and ranking is straightforward. In order to apply it to
sentence detection, one must make additional steps. For example,
if the classifier predicts a document contains an action-item, then
areas of the document that contain a high-concentration of words
which the model weights heavily in favor of action-items can be
indicated. The obvious benefit of the document-level approach is
that training set collection costs are lower since the user only has
to specify whether or not an e-mail contains an action-item and not
the specific sentences.
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In the sentence-level view, each e-mail is automatically segmented
into sentences, and each sentence is treated as a learning instance
with an associated class-label. Since the phrase-labeling provided
by the user may not coincide with the automatic segmentation, we
must determine what label to assign a partially overlapping sen-
tence when converting it to a learning instance. Once trained, ap-
plying the resulting classifiers to sentence detection is now straight-
forward, but in order to apply the classifiers to document detec-
tion and document ranking, the individual predictions over each
sentence must be aggregated in order to make a document-level
prediction. This approach has the potential to benefit from more-
specific labels that enable the learner to focus attention on the key
sentences instead of having to learn based on data that the majority
of the words in the e-mail provide no or little information about
class membership.

3.2.1 Features

Consider some of the phrases that might constitute part of an
action item: “would like to know”, “let me know”, “as soon as
possible”, “have you”. Each of these phrases consists of common
words that occur in many e-mails. However, when they occur in
the same sentence, they are far more indicative of an action-item.
Additionally, order can be important: consider “have you” versus
“you have”. Because of this, we posit that n-grams play a larger
role in this problem than is typical of problems like topic classifi-
cation. Therefore, we consider all n-grams up to size 4.

When using n-grams, if we find an n-gram of size 4 in a segment
of text, we can represent the text as just one occurrence of the n-
gram or as one occurrence of the n-gram and an occurrence of each
smaller n-gram contained by it. We choose the second of these
alternatives since this will allow the algorithm itself to smoothly
back-off in terms of recall. Methods such as naı̈ve Bayes may be
hurt by such a representation because of double-counting.

Since sentence-ending punctuation can provide information, we
retain the terminating punctuation token when it is identifiable. Ad-
ditionally, we add a beginning-of-sentence and end-of-sentence to-
ken in order to capture patterns that are often indicators at the be-
ginning or end of a sentence. Assuming proper punctuation, these
extra tokens are unnecessary, but often e-mail lacks proper punc-
tuation. In addition, for the sentence-level classifiers that use n-
grams, we additionally code for each sentence a binary encoding
of the position of the sentence relative to the document. This en-
coding has eight associated features that represent which octile (the
first eighth, second eighth, etc.) contains the sentence.

3.2.2 Implementation Details

In order to compare the document-level to the sentence-level ap-
proach, we compare predictions at the document-level. We do not
address how to use a document-level classifier to make predictions
at the sentence-level.

In order to automatically segment the text of the e-mail, we use
the RASP statistical parser [4]. Since the automatically segmented
sentences may not correspond directly with the phrase-level bound-
aries, we treat any sentence that contains at least 30% of a marked
action-item segment as an action-item. When evaluating sentence-
detection for the sentence-level system, we use these class labels
as ground truth. Since we are not evaluating multiple segmentation
approaches, this does not bias any of the methods. If multiple seg-
mentation systems were under evaluation, one would need to use a
metric that matched predicted positive sentences to phrases labeled
positive. The metric would need to punish overly long true predic-
tions as well as too short predictions. Our criteria for converting
to labeled instances implicitly includes both criteria. Since the seg-

mentation is fixed, an overly long prediction would be predicting
“yes” for many “no” instances since presumably the extra length
corresponds to additional segmented sentences all of which do not
contain 30% of action-item. Likewise, a too short prediction must
correspond to a small sentence included in the action-item but not
constituting all of the action-item. Therefore, in order to consider
the prediction to be too short, there will be an additional preced-
ing/following sentence that is an action-item where we incorrectly
predicted “no”.

Once a sentence-level classifier has made a prediction for each
sentence, we must combine these predictions to make both a doc-
ument-level prediction and a document-level score. We use the
simple policy of predicting positive when any of the sentences is
predicted positive. In order to produce a document score for rank-
ing, the confidence that the document contains an action-item is:

ψ(d) =

{

1
n(d)

∑

s∈d|π(s)=1 ψ(s) if for any s ∈ d, π(s) = 1
1

n(d)
maxs∈d ψ(s) o.w.

where s is a sentence in document d, π is the classifier’s 1/0 pre-
diction, ψ is the score the classifier assigns as its confidence that
π(s) = 1, and n(d) is the greater of 1 and the number of (unigram)
tokens in the document. In other words, when any sentence is pre-
dicted positive, the document score is the length normalized sum of
the sentence scores above threshold. When no sentence is predicted
positive, the document score is the maximum sentence score nor-
malized by length. As in other text problems, we are more likely to
emit false positives for documents with more words or sentences.
Thus we include a length normalization factor.

4. EXPERIMENTAL ANALYSIS

4.1 The Data
Our corpus consists of e-mails obtained from volunteers at an

educational institution and cover subjects such as: organizing a
research workshop, arranging for job-candidate interviews, pub-
lishing proceedings, and talk announcements. The messages were
anonymized by replacing the names of each individual and institu-
tion with a pseudonym.1 After attempting to identify and eliminate
duplicate e-mails, the corpus contains 744 e-mail messages.

After identity anonymization, the corpora has three basic ver-
sions. Quoted material refers to the text of a previous e-mail that
an author often leaves in an e-mail message when responding to the
e-mail. Quoted material can act as noise when learning since it may
include action-items from previous messages that are no longer rel-
evant. To isolate the effects of quoted material, we have three ver-
sions of the corpora. The raw form contains the basic messages.
The auto-stripped version contains the messages after quoted ma-
terial has been automatically removed. The hand-stripped version
contains the messages after quoted material has been removed by
a human. Additionally, the hand-stripped version has had any xml
content and e-mail signatures removed — leaving only the essential
content of the message. The studies reported here are performed
with the hand-stripped version. This allows us to balance the cog-
nitive load in terms of number of tokens that must be read in the
user-studies we report — including quoted material would compli-
cate the user studies since some users might skip the material while
others read it. Additionally, ensuring all quoted material is removed

1We have an even more highly anonymized version of the cor-
pus that can be made available for some outside experimentation.
Please contact the authors for more information on obtaining this
data.
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prevents tainting the cross-validation since otherwise a test item
could occur as quoted material in a training document.

4.1.1 Data Labeling

Two human annotators labeled each message as to whether or
not it contained an action-item. In addition, they identified each
segment of the e-mail which contained an action-item. A segment
is a contiguous section of text selected by the human annotators
and may span several sentences or a complete phrase contained in
a sentence. They were instructed that an action item is “an explicit
request for information that requires the recipient’s attention or a
required action” and told to “highlight the phrases or sentences that
make up the request”.

Annotator 1
No Yes

Annotator 2
No 391 26
Yes 29 298

Table 1: Agreement of Human Annotators at Document Level

Annotator One labeled 324 messages as containing action items.
Annotator Two labeled 327 messages as containing action items.
The agreement of the human annotators is shown in Tables 1 and
2. The annotators are said to agree at the document-level when
both marked the same document as containing no action-items or
both marked at least one action-item regardless of whether the text
segments were the same. At the document-level, the annotators
agreed 93% of the time. The kappa statistic [3, 5] is often used to
evaluate inter-annotator agreement:

κ =
A−R

1−R

A is the empirical estimate of the probability of agreement. R

is the empirical estimate of the probability of random agreement
given the empirical class priors. A value close to −1 implies the
annotators agree far less often than would be expected randomly,
while a value close to 1 means they agree more often than randomly
expected.

At the document-level, the kappa statistic for inter-annotator agree-
ment is 0.85. This value is both strong enough to expect the prob-
lem to be learnable and is comparable with results for similar tasks
[5, 6].

In order to determine the sentence-level agreement, we use each
judgment to create a sentence-corpus with labels as described in
Section 3.2.2, then consider the agreement over these sentences.
This allows us to compare agreement over “no judgments”. We
perform this comparison over the hand-stripped corpus since that
eliminates spurious “no” judgments that would come from includ-
ing quoted material, etc. Both annotators were free to label the
subject as an action-item, but since neither did, we omit the subject
line of the message as well. This only reduces the number of “no”
agreements. This leaves 6301 automatically segmented sentences.
At the sentence-level, the annotators agreed 98% of the time, and
the kappa statistic for inter-annotator agreement is 0.82.

In order to produce one single set of judgments, the human an-
notators went through each annotation where there was disagree-
ment and came to a consensus opinion. The annotators did not
collect statistics during this process but anecdotally reported that
the majority of disagreements were either cases of clear annotator
oversight or different interpretations of conditional statements. For
example, “If you would like to keep your job, come to tomorrow’s

meeting” implies a required action where “If you would like to join

Annotator 1
No Yes

Annotator 2
No 5810 65
Yes 74 352

Table 2: Agreement of Human Annotators at Sentence Level

the football betting pool, come to tomorrow’s meeting” does not.
The first would be an action-item in most contexts while the sec-
ond would not. Of course, many conditional statements are not so
clearly interpretable. After reconciling the judgments there are 416
e-mails with no action-items and 328 e-mails containing action-
items. Of the 328 e-mails containing action-items, 259 messages
have one action-item segment; 55 messages have two action-item
segments; 11 messages have three action-item segments. Two mes-
sages have four action-item segments, and one message has six
action-item segments. Computing the sentence-level agreement us-
ing the reconciled “gold standard” judgments with each of the an-
notators’ individual judgments gives a kappa of 0.89 for Annotator
One and a kappa of 0.92 for Annotator Two.

In terms of message characteristics, there were on average 132
content tokens in the body after stripping. For action-item mes-
sages, there were 115. However, by examining Figure 2 we see
the length distributions are nearly identical. As would be expected
for e-mail, it is a long-tailed distribution with about half the mes-
sages having more than 60 tokens in the body (this paragraph has
65 tokens).

4.2 Classifiers
For this experiment, we have selected a variety of standard text

classification algorithms. In selecting algorithms, we have chosen
algorithms that are not only known to work well but which differ
along such lines as discriminative vs. generative and lazy vs. ea-
ger. We have done this in order to provide both a competitive and
thorough sampling of learning methods for the task at hand. This
is important since it is easy to improve a strawman classifier by
introducing a new representation. By thoroughly sampling alterna-
tive classifier choices we demonstrate that representation improve-
ments over bag-of-words are not due to using the information in the
bag-of-words poorly.

4.2.1 kNN

We employ a standard variant of the k-nearest neighbor algo-
rithm used in text classification, kNN with s-cut score threshold-
ing [19]. We use a tfidf-weighting of the terms with a distance-
weighted vote of the neighbors to compute the score before thresh-
olding it. In order to choose the value of s for thresholding, we
perform leave-one-out cross-validation over the training set. The
value of k is set to be 2(dlog2Ne + 1) where N is the number of
training points. This rule for choosing k is theoretically motivated
by results which show such a rule converges to the optimal clas-
sifier as the number of training points increases [8]. In practice,
we have also found it to be a computational convenience that fre-
quently leads to comparable results with numerically optimizing k
via a cross-validation procedure.

4.2.2 Naı̈ve Bayes

We use a standard multinomial naı̈ve Bayes classifier [16]. In us-
ing this classifier, we smoothed word and class probabilities using a
Bayesian estimate (with the word prior) and a Laplace m-estimate,
respectively.
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Figure 2: The Histogram (left) and Distribution (right) of Message Length. A bin size of 20 words was used. Only tokens in the body

after hand-stripping were counted. After stripping, the majority of words left are usually actual message content.

Classifiers Document Unigram Document Ngram Sentence Unigram Sentence Ngram

F1

kNN 0.6670 ± 0.0288 0.7108 ± 0.0699 0.7615 ± 0.0504 0.7790 ± 0.0460

naı̈ve Bayes 0.6572 ± 0.0749 0.6484 ± 0.0513 0.7715 ± 0.0597 0.7777 ± 0.0426

SVM 0.6904 ± 0.0347 0.7428 ± 0.0422 0.7282 ± 0.0698 0.7682 ± 0.0451

Voted Perceptron 0.6288 ± 0.0395 0.6774 ± 0.0422 0.6511 ± 0.0506 0.6798 ± 0.0913

Accuracy

kNN 0.7029 ± 0.0659 0.7486 ± 0.0505 0.7972 ± 0.0435 0.8092 ± 0.0352

naı̈ve Bayes 0.6074 ± 0.0651 0.5816 ± 0.1075 0.7863 ± 0.0553 0.8145 ± 0.0268

SVM 0.7595 ± 0.0309 0.7904 ± 0.0349 0.7958 ± 0.0551 0.8173 ± 0.0258

Voted Perceptron 0.6531 ± 0.0390 0.7164 ± 0.0376 0.6413 ± 0.0833 0.7082 ± 0.1032

Table 3: Average Document-Detection Performance during Cross-Validation for Each Method and the Sample Standard Deviation

(Sn−1) in italics. The best performance for each classifier is shown in bold.

4.2.3 SVM

We have used a linear SVM with a tfidf feature representation

and L2-norm as implemented in the SVMlight package v6.01 [11].
All default settings were used.

4.2.4 Voted Perceptron

Like the SVM, the Voted Perceptron is a kernel-based learn-
ing method. We use the same feature representation and kernel
as we have for the SVM, a linear kernel with tfidf-weighting and
an L2-norm. The voted perceptron is an online-learning method
that keeps a history of past perceptrons used, as well as a weight
signifying how often that perceptron was correct. With each new
training example, a correct classification increases the weight on
the current perceptron and an incorrect classification updates the
perceptron. The output of the classifier uses the weights on the
perceptra to make a final “voted” classification. When used in an
offline-manner, multiple passes can be made through the training
data. Both the voted perceptron and the SVM give a solution from
the same hypothesis space — in this case, a linear classifier. Fur-
thermore, it is well-known that the Voted Perceptron increases the
margin of the solution after each pass through the training data [10].
Since Cohen et al. [5] obtain worse results using an SVM than a
Voted Perceptron with one training iteration, they conclude that the
best solution for detecting speech acts may not lie in an area with
a large margin. Because their tasks are highly similar to ours, we
employ both classifiers to ensure we are not overlooking a compet-
itive alternative classifier to the SVM for the basic bag-of-words
representation.

4.3 Performance Measures
To compare the performance of the classification methods, we

look at two standard performance measures, F1 and accuracy. The
F1 measure [18, 21] is the harmonic mean of precision and recall
where Precision = Correct Positives

Predicted Positives
and Recall = Correct Positives

Actual Positives
.

4.4 Experimental Methodology
We perform standard 10-fold cross-validation on the set of doc-

uments. For the sentence-level approach, all sentences in a docu-
ment are either entirely in the training set or entirely in the test set
for each fold. For significance tests, we use a two-tailed t-test [21]
to compare the values obtained during each cross-validation fold
with a p-value of 0.05.

Feature selection was performed using the chi-squared statis-
tic. Different levels of feature selection were considered for each
classifier. Each of the following number of features was tried:
10, 25, 50, 100, 250, 750, 1000, 2000, 4000. There are approximate-
ly 4700 unigram tokens without feature selection. In order to choose
the number of features to use for each classifier, we perform nested
cross-validation and choose the settings that yield the optimal doc-
ument-level F1 for that classifier. For this study, only the body of
each e-mail message was used. Feature selection is always applied
to all candidate features. That is, for the n-gram representation, the
n-grams and position features are also subject to removal by the
feature selection method.
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4.5 Results
The results for document-level classification are given in Table

3. The primary hypothesis we are concerned with is that n-grams
are critical for this task; if this is true, we expect to see a significant
gap in performance between the document-level classifiers that use
n-grams (denoted Document Ngram) and those using only unigram
features (denoted Document Unigram). Examining Table 3, we ob-
serve that this is indeed the case for every classifier except naı̈ve
Bayes. This difference in performance produced by the n-gram
representation is statistically significant for each classifier except
for naı̈ve Bayes and the accuracy metric for kNN (see Table 4).
Naı̈ve Bayes poor performance with the n-gram representation is
not surprising since the bag-of-n-grams causes excessive double-
counting as mentioned in Section 3.2.1; however, naı̈ve Bayes is
not hurt at the sentence-level because the sparse examples provide
few chances for agglomerative effects of double counting. In either
case, when a language-modeling approach is desired, modeling the
n-grams directly would be preferable to naı̈ve Bayes. More im-
portantly for the n-gram hypothesis, the n-grams lead to the best
document-level classifier performance as well.

As would be expected, the difference between the sentence-level

n-gram representation and unigram representation is small. This
is because the window of text is so small that the unigram rep-
resentation, when done at the sentence-level, implicitly picks up
on the power of the n-grams. Further improvement would sig-
nify that the order of the words matter even when only consid-
ering a small sentence-size window. Therefore, the finer-grained
sentence-level judgments allows a unigram representation to suc-
ceed but only when performed in a small window — behaving as
an n-gram representation for all practical purposes.

Document Winner Sentence Winner

kNN Ngram Ngram

naı̈ve Bayes Unigram Ngram

SVM Ngram† Ngram

Voted Perceptron Ngram† Ngram

Table 4: Significance results for n-grams versus unigrams for

document detection using document-level and sentence-level

classifiers. When the F1 result is statistically significant, it is

shown in bold. When the accuracy result is significant, it is

shown with a †.

F1 Winner Accuracy Winner

kNN Sentence Sentence

naı̈ve Bayes Sentence Sentence

SVM Sentence Sentence

Voted Perceptron Sentence Document

Table 5: Significance results for sentence-level classifiers vs.

document-level classifiers for the document detection problem.

When the result is statistically significant, it is shown in bold.

Further highlighting the improvement from finer-grained judg-
ments and n-grams, Figure 3 graphically depicts the edge the SVM
sentence-level classifier has over the standard bag-of-words approach
with a precision-recall curve. In the high precision area of the
graph, the consistent edge of the sentence-level classifier is rather
impressive — continuing at precision 1 out to 0.1 recall. This
would mean that a tenth of the user’s action-items would be placed

at the top of their action-item sorted inbox. Additionally, the large
separation at the top right of the curves corresponds to the area
where the optimal F1 occurs for each classifier, agreeing with the
large improvement from 0.6904 to 0.7682 in F1 score. Considering
the relative unexplored nature of classification at the sentence-level,
this gives great hope for further increases in performance.

Accuracy F1

Unigram Ngram Unigram Ngram

kNN 0.9519 0.9536 0.6540 0.6686

naı̈ve Bayes 0.9419 0.9550 0.6176 0.6676

SVM 0.9559 0.9579 0.6271 0.6672

Voted Perceptron 0.8895 0.9247 0.3744 0.5164

Table 6: Performance of the Sentence-Level Classifiers at Sen-

tence Detection

Although Cohen et al. [5] observed that the Voted Perceptron
with a single training iteration outperformed SVM in a set of simi-
lar tasks, we see no such behavior here. This further strengthens the
evidence that an alternate classifier with the bag-of-words represen-
tation could not reach the same level of performance. The Voted
Perceptron classifier does improve when the number of training it-
erations are increased, but it is still lower than the SVM classifier.

Sentence detection results are presented in Table 6. With regard
to the sentence detection problem, we note that the F1 measure
gives a better feel for the remaining room for improvement in this
difficult problem. That is, unlike document detection where action-
item documents are fairly common, action-item sentences are very
rare. Thus, as in other text problems, the accuracy numbers are de-
ceptively high sheerly because of the default accuracy attainable by
always predicting “no”. Although, the results here are significantly
above-random, it is unclear what level of performance is necessary
for sentence detection to be useful in and of itself and not simply
as a means to document ranking and classification.

Figure 4: Users find action-items quicker when assisted by a

classification system.

Finally, when considering a new type of classification task, one
of the most basic questions is whether an accurate classifier built
for the task can have an impact on the end-user. In order to demon-
strate the impact this task can have on e-mail users, we conducted
a user study using an earlier less-accurate version of the sentence
classifier — where instead of using just a single sentence, a three-
sentence windowed-approach was used. There were three distinct
sets of e-mail in which users had to find action-items. These sets
were either presented in a random order (Unordered), ordered by
the classifier (Ordered), or ordered by the classifier and with the
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Figure 3: Both n-grams and a small prediction window lead to consistent improvements over the standard approach.

center sentence in the highest confidence window highlighted (Or-

der+help). In order to perform fair comparisons between condi-
tions, the overall number of tokens in each message set should be
approximately equal; that is, the cognitive reading load should be
approximately the same before the classifier’s reordering. Addi-
tionally, users typically show “practice effects” by improving at the
overall task and thus performing better at later message sets. This
is typically handled by varying the ordering of the sets across users
so that the means are comparable. While omitting further detail,
we note the sets were balanced for the total number of tokens and
a latin square design was used to balance practice effects.

Figure 4 shows that at intervals of 5, 10, and 15 minutes, users
consistently found significantly more action-items when assisted
by the classifier, but were most critically aided in the first five min-
utes. Although, the classifier consistently aids the users, we did not
gain an additional end-user impact by highlighting. As mentioned
above, this might be a result of the large room for improvement that
still exists for sentence detection, but anecdotal evidence suggests
this might also be a result of how the information is presented to the
user rather than the accuracy of sentence detection. For example,
highlighting the wrong sentence near an actual action-item hurts
the user’s trust, but if a vague indicator (e.g., an arrow) points to the
approximate area the user is not aware of the near-miss. Since the
user studies used a three sentence window, we believe this played a
role as well as sentence detection accuracy.

4.6 Discussion
In contrast to problems where n-grams have yielded little differ-

ence, we believe their power here stems from the fact that many of
the meaningful n-grams for action-items consist of common words,
e.g., “let me know”. Therefore, the document-level unigram ap-
proach cannot gain much leverage, even when modeling their joint
probability correctly, since these words will often co-occur in the
document but not necessarily in a phrase. Additionally, action-item
detection is distinct from many text classification tasks in that a
single sentence can change the class label of the document. As a
result, good classifiers cannot rely on aggregating evidence from a
large number of weak indicators across the entire document.

Even though we discarded the header information, examining
the top-ranked features at the document-level reveals that many of
the features are names or parts of e-mail addresses that occurred in
the body and are highly associated with e-mails that tend to con-
tain many or no action-items. A few examples are terms such as
“org”, “bob”, and “gov”. We note that these features will be sen-
sitive to the particular distribution (senders/receivers) and thus the
document-level approach may produce classifiers that transfer less
readily to alternate contexts and users at different institutions. This
points out that part of the problem of going beyond bag-of-words
may be the methodology, and investigating such properties as learn-
ing curves and how well a model transfers may highlight differ-
ences in models which appear to have similar performance when
tested on the distributions they were trained on. We are currently
investigating whether the sentence-level classifiers do perform bet-
ter over different test corpora without retraining.

5. FUTURE WORK
While applying text classifiers at the document-level is fairly

well-understood, there exists the potential for significantly increas-
ing the performance of the sentence-level classifiers. Such methods
include alternate ways of combining the predictions over each sen-
tence, weightings other than tfidf, which may not be appropriate
since sentences are small, better sentence segmentation, and other
types of phrasal analysis. Additionally, named entity tagging, time
expressions, etc., seem likely candidates for features that can fur-
ther improve this task. We are currently pursuing some of these
avenues to see what additional gains these offer.

Finally, it would be interesting to investigate the best methods for
combining the document-level and sentence-level classifiers. Since
the simple bag-of-words representation at the document-level leads
to a learned model that behaves somewhat like a context-specific
prior dependent on the sender/receiver and general topic, a first
choice would be to treat it as such when combining probability
estimates with the sentence-level classifier. Such a model might
serve as a general example for other problems where bag-of-words
can establish a baseline model but richer approaches are needed to
achieve performance beyond that baseline.
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6. SUMMARY AND CONCLUSIONS
The effectiveness of sentence-level detection argues that label-

ing at the sentence-level provides significant value. Further experi-
ments are needed to see how this interacts with the amount of train-
ing data available. Sentence detection that is then agglomerated to
document-level detection works surprisingly better given low recall
than would be expected with sentence-level items. This, in turn, in-
dicates that improved sentence segmentation methods could yield
further improvements in classification.

In this work, we examined how action-items can be effectively
detected in e-mails. Our empirical analysis has demonstrated that
n-grams are of key importance to making the most of document-
level judgments. When finer-grained judgments are available, then
a standard bag-of-words approach using a small (sentence) window
size and automatic segmentation techniques can produce results al-
most as good as the n-gram based approaches.
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ABSTRACT 

Exploiting lexical and semantic relationships in text can 
dramatically improve information retrieval accuracy. Most 
notably, named entities and relations between entities are crucial 
for effective question answering and other information retrieval 
tasks. Unfortunately, the success in extracting these relationships 
can vary for different domains and document collections. 
Predicting extraction performance is an important step towards 
integration of information extraction technology for high accuracy 
information retrieval. In this paper, we present a general language 
modeling method for quantifying the difficulty of information 
extraction tasks. We demonstrate the viability of our approach by 
predicting extraction performance of two real world tasks, Named 
Entity Recognition and Relation Extraction.  

 

Categories and Subject Descriptors 

H.3.1 [INFORMATION STORAGE AND RETRIEVAL]: 
Information Search and Retrieval 
General Terms Algorithms, Experimentation.  
Keywords Language modeling, information extraction, named 
entity extraction, relation extraction, context language modeling. 

1. OVERVIEW 
 
The vast majority of text available online is still primarily 
accessible via keyword matching at the document level. 
Unfortunately, this approach largely ignores the underlying 
lexical and semantic relationships between terms, which can 
be exploited to answer questions, and, more generally, to 
better satisfy the informational needs of users.  The retrieval 
relevance could be improved if we detect meaningful terms 
(e.g., named entities such as dates, persons, organizations, 
and locations), and related entities (e.g., pairs of entities 
such as “person’s birth date” and “person who invented a 
device”) and use them to answer questions directly.   

However, real collections can exhibit properties that make 
them difficult for information extraction tasks. At the same 
time, tuning an information extraction system for a given 
collection, or porting an information extraction system to a 

new language, can require significant human and 
computational effort. Hence, predicting if an extraction task 
will be successful (i.e., the required information can be 
extracted with high accuracy) is extremely important for 
adapting, deploying, and maintaining information extraction 
systems, and ultimately, for accurate information retrieval.  

The goal of this paper is to develop a lightweight method 
for predicting the accuracy of information extraction for a 
given task and document collection. This could be an 
efficient way to estimate the expected success and cost of 
tuning a full-featured information extraction system before 
running expensive experiments. These predictions can be 
useful when adapting an IE system to a new task, to a new 
language, or to a new document collection. 

We observe that document collection properties, such as 
typical text contexts surrounding the entities or relation 
tuples, can affect difficulty of an extraction task. In turn, we 
may be able to predict the extraction performance on this 
task. In this paper, we present a first general approach to 
use context language models for predicting whether an 
extraction task will succeed for a given document 
collection.  

More specifically, we will consider two information 
extraction tasks that are of paramount importance to 
information retrieval: Named Entity Recognition, and 
Relation Extraction.  

• Named Entity Recognition (NER) is a task of 
identifying entities such as “Person”, “Organization”, 
and “Location” in text. The ability to identify such 
entities has been established as an important pre-
processing task in several areas including information 
extraction, machine translation, information retrieval, 
and question answering. NER often serves as an 
important step in the Relation Extraction task described 
next. 

• Relation Extraction (RE), is a task of identifying 
semantic relationships between entities in the text, such 
as “person’s birth date”, which relates a person name 
in the text to a date that is the person’s birth date. Once 
the tuples for this relation (e.g., <“Albert Einstein”, “14 
March 1879”>) are identified, they can be used to 
directly answer questions such as “When was Albert 
Einstein born?” 
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Most state of the art NER and RE systems rely on local 
context to identify entities or determine the relationship 
between target entities. In NER, contextual patterns such as 
“Mr.” or “mayor of” are crucial to hypothesizing 
occurrences of entities and classifying such identified 
entities, especially when they are polysemous or of a 
foreign origin. The local context is also extremely 
important for the RE task. Intuitively, if the context 
surrounding the entities of interest for a given relation looks 
very similar to the general text of the documents (i.e., there 
are no consistent and obvious “clues” that the entities or 
relationships of interest are present), then the RE task for 
that relation will be hard. While NER systems can resort to 
dictionary lookups in some cases (e.g., for the “Location” 
entities, dictionaries can be particularly helpful), for others 
(e.g., people’s names or organizations) high accuracy may 
not be possible. In contrast, if the text context around 
entities in the collection tends to contain telltale clues, such 
as “Mr.” preceding a person name, the extraction task is 
expected to be easier, and higher accuracy achievable. 

Our approach formalizes and exploits this intuitive 
observation by building two language models for a 
collection–a task-specific context language model for the 
extraction task, and a background model for the collection. 
We can then compare the two models and compute the 
divergence of the context model from the background 
model. If the divergence is high (i.e., the context language 
model is different from the background model), the 
extraction task is expected to be easier than if the 
divergence was low (i.e., the context language model is 
similar to the background language model). 

Interestingly, our task-specific language models may be 
helpful for other applications, including term weighting for 
information retrieval, and supporting active learning for 
interactive information extraction. For example, we could 
derive improved term weighs for specific retrieval tasks 
such as birthday finding. We will discuss other promising 
future directions of this work in Section 5. 

The rest of this paper is organized as follows. In the next 
section we review related work. In Section 3 we present our 
formal model and algorithms. In Section 4 we present our 
initial experimental results for NER and RE tasks over large 
document collections. In Section 5 we present our 
conclusions, and discuss the implications and future 
directions of this work. 

2. RELATED WORK 
 
Our work explores language modeling for information 
extraction and thus touches on areas of information 
retrieval, information extraction, and language modeling. In 
this section we briefly review related work in these areas. 

Our approach is largely inspired by the work of Cronen-
Townsend, Zhou, and Croft [7] on predicting query 
performance by measuring the similarity of a language 
model LMQ derived from the retrieved documents for a 
query and a language model for the whole target collection 
of documents LMColl. Using simple unigram language 
models, they showed that the relative entropy between the 
query and collection language models correlates with the 
average precision in several TREC test collections. In this 
paper, we apply a similar language modeling technique to 
the task of predicting information extraction performance.   

Language modeling, typically expressed as the problem of 
predicting the occurrence of a word in text or speech, has 
been an active area of research in speech recognition, 
optical character recognition, context-sensitive spelling, and 
machine translation. An in-depth analysis of this problem in 
natural language processing is presented in [12], Chapter 6. 
Language modeling has also been used to improve term 
weighting in information retrieval (e.g., [13] and others). 
However, in previous work LM was used as a tool for 
improving the specific system performance, whereas in our 
work we attempt to predict performance for general 
extraction tasks. 

Using local context modeling has been previously used for 
IR tasks [18]. However, our work is different in that we 
only consider task-specific contexts. As our results indicate, 
using the locality in the overall document collection may 
not be sufficient, as local context models can become 
similar to the background model for overall document 
collection. Our model is similar in spirit to the use of entity 
language models described in [14] for classifying and 
retrieving named entities.  A related language modeling 
approach was used for a different problem of predicting the 
reading difficulty of text for human readers [24]. A 
different approach in [25] uses the co-occurrence graph 
structure of the examples to predict accuracy of semi- 
supervised learning for semantic classification of phrases. 
Our work is complementary, as we present a general 
approach for modeling the performance of automatic 
systems on extraction tasks, including both named entity 
recognition and relation extraction.  

For the named entity recognition task, numerous ways of 
exploiting local context were proposed, from relatively 
simple character-based models such as [8] and [11] to 
extremely complex models making use of various lexical, 
syntactic, morphological, orthographical information, such 
as [9] and [5]. In this work, we show that we can predict the 
difficulty of identifying several types of named entities by 
using relatively simple context language models. This study 
can be viewed as complementary to Collins’ work [6] on 
the difficulty of identifying named entity boundaries, 
regardless of entity type.   
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Relation extraction systems rely on variety of features (e.g., 
syntactic, semantic, lexical, co-occurrence), but all depend 
heavily on context. Once the entities are identified, it is the 
textual context that expresses the relationship between the 
entities. Partially supervised relation extraction systems 
(e.g., [1], [10], [16], [20], and others) rely on the text 
contexts of example facts to derive extraction patterns.  

For relation extraction, the task difficulty was previously 
analyzed by considering the complexity of the target 
extraction templates ([21] and [22]). Another promising 
approach described in [23] modeled the task domain 
variability by considering the different paraphrases used to 
express the same information in the text. In contrast, our 
work quantifies the difference between the contexts around 
the entities and unrelated text contexts. If the contexts of 
the example facts are similar to the background text an 
extraction system is expected to have more difficulty 
deriving extraction patterns and recognizing the relevant 
entities. 

3. PREDICTING EXTRACTION 
DIFFICULTY 
 

In this section we describe the general approach we take for 
modeling the difficulty of an extraction task, and hence the 
expected performance of an extraction system on the task 
(Section 3.1). Then, in Section 3.2, we describe the 
algorithms for computing the language models to make our 
predictions. 

3.1 Model 
As we discussed, the textual context, i.e., the local 
properties of the text surrounding the entities and relations 
of interest are of crucial importance to extraction accuracy. 
Intuitively, if the contexts in which the entities occur are 
very similar to the text contexts where the target entities do 
not occur, then extraction is expected to be difficult. 
Otherwise, if there are strong clues in a context, the 
extraction should be easier and we should expect higher 
extraction accuracy. 
To quantify the notion of context, we use a basic unigram 
language model, which is essentially a probability 
distribution over the words in the text’s vocabulary. In this 
study, we derive this probability distribution from the 
histogram of words occurring in the local context of target 
entities by using maximum likelihood estimation. Our 
purpose is to compare the language model associated with 
an entity type or relationship LMC with a background 
language model for the whole target text, denoted by LMBG. 
Therefore, no smoothing of these models is necessary.  
Intuitively, if the background language model for the 
collection is very similar to the language model constructed 
from the context of the valid entities then the task is 

expected to be hard.  Otherwise (if LMC is very different 
from LMBG), the task is expected to be easier. 
A common way to measure the difference between two 
probability distributions is relative entropy, also known as 
the Kullback-Leibler divergence:  
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In Information Theory, KL-divergence represents the 
average number of bits wasted by encoding messages drawn 
from the distribution LMC using as model the distribution 
LMBG. 
Alternatively, we can measure how different two models are 
by using cosine similarity, which represents the cosine of 
the angle between the two language models seen as vectors 
in a multidimensional space in which each dimension 
corresponds to one word in the vocabulary: 
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The closer the cosine is to 1, the smaller the angle and thus, 
the more similar the two models. Hence, to measure the 
difference of the two models LMC and LMBG we define 
CDist as: 

CDist(LMC || LMBG) = 1 – Cosine(LMC, LMBG) 

Which maintains the symmetry with the KL metric, with 
bigger values indicating larger difference between models. 

3.2 Constructing the Language Models 
We now describe how to construct a language model for a 
given extraction task. For clarity, we describe a unigram 
language model, but our methodology can be extended to 
higher-order features. For syntax-based extraction systems, 
we could parse the text and incorporate that information 
into the model as [4]. However, as we will show 
experimentally, our initial simple unigram model is 
sufficient to make useful predictions. 
To construct the task-specific context language model LMC 
we search the collection for occurrences of valid entities (or 
relation tuples). While for the NER and RE tasks LMC  is 
constructed slightly differently (as described below),  the 
overall approach is to consider the text context to be the K 
words to the right and to the left of the entity in question.   
More specifically, the language model for NER is 
constructed as outlined in Figure 3.1. We scan the 
document collection D, searching for occurrences of each 
known entity Ei. When an entity is detected, we add to LMC 
up to K terms to the right and to the left of the entity.  
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Algorithm 3.1: NER Context language model 
construction. 

The algorithm for constructing a task-specific language 
model for RE is outlined in Figure 3.2. The procedure is 
similar to the NER algorithm above. We scan the document 
collection D, searching for occurrences of each known 
example tuple Ti for the target relation. For this, we search 
for all attributes of Ti in the text. If all entities are present, 
we add up to K terms to the right of the leftmost entity, and 
up to K terms to the left of the rightmost entity to LMC. If 
the entities in a relation tuple are close together (i.e., there 
are fewer than K words separating the entities in the text), 
we include all the terms separating the entities. Clearly, 
other variations of this algorithm are possible, and could be 
explored in future work. 

Algorithm 3.2: RE Context language model 
construction. 

Unfortunately, we don’t have all the valid entities available 
(i.e., when predicting whether a task will succeed without 
going through the complete extraction process). Hence, our 
model is build based on sampling the collection using a 
small (20-40) sample of the known entities or tuples by 
providing only these example entities as input to the NER 
and RE language model construction algorithms above. The 
sample-based model is expected to be a reasonable 
approximation of the complete task specific language 
model. 

The background language model, LMBG is derived through 
maximum likelihood estimation using the word frequencies 
in each document collection. When we discard stopwords 
from LMC we also discard them from LMBG.  
In order to interpret the divergence of a task specific 
language model LMC from the background language model, 
we build a reference context language model LMR (also 
denoted as RANDOM). We construct LMR, by taking 
random samples of words in the vocabulary (excluding 
stopwords) of the same size as the entity samples. We then 
use these words input to Algorithm 3.1. Using LMR we can 
then compute the “reference” divergence of a context 
language model from the background model for a given 
sample size. For large sample sizes, LMR is expected to 
approximate the background model. Indeed, Figure 3.1 
reports that for larger random word sample sizes, LMR 
becomes more similar to the background model, and the 
divergence steadily decreases.  
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 Figure 3.1: The average KL-divergence between the 

context language models for random samples of words 
and the background language model. 

Constructing the context models LMC and LMR  can be done 
efficiently by using any off-the-shelf search engine and 
considering only the documents retrieved by search for the 
example entities or tuples, and run Algorithms 3.1 and 3.2 
only over these reduced document sets. 
Having described constructing the language models for 
extraction tasks, we now turn to experimental evaluation.  

4. EXPERIMENTS 
 
We evaluated our prediction for two real-world tasks: 
Named Entity Recognition (NER) and Relation Extraction 
(RE). We first describe the experimental setup (Section 
4.1), including the datasets, entity and relation types, and 
parameter settings we considered, as well as the methods 
for comparison. Then we describe our experiments for 
predicting NER difficulty (Section 4.2), followed by our 
experiments on predicting RE difficulty (Section 4.3).  

ConstructRELanguageModel (Tuples T, Documents D, K ) 
For each document d in D 
     For each tuple Ti=(ti

1,ti
2)  in T 

         If ti
1 or ti

2  not present in d continue 
         For each pair of adjacent instances of ti

1,ti
2                                                                 

occurring at positions start and end 
               For each term w in d [start – K],…, d [start-1] 
                      Increment count of w in LMC 
               For each term w in d [end + 1],…, d [end + K] 
                      Increment count of w in LMC

 

Normalize LMC 
return LMC 

ConstructNERLanguageModel (Entities E, Documents D, K ) 
For each document d in D 
      For each entity Ei in E  
            if Ei is present in d 

For each instance of Ei spanning from start to end 
                     For each term w in d [start – K], …, d [start-1] 
                           Increment count of w in LMC 
                     For each term w in d [end + 1], …, d [end + K] 
                           Increment count of w in LMC 

Normalize LMC 
return LMC 
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4.1 Experimental Setup 
In order to design a realistic evaluation we focused on two 
extraction tasks, NER and RE, over large document 
collections. The overall goal of the experiments is to 
determine if the language models, constructed from a 
realistically small sample of the extractions of interest, can 
make useful predictions about the observed accuracy of the 
extraction task for that collection. 
The document collections used for these experiments are 
reported in Table 4.1. The Reuters RCV1 documents were 
drawn from the collection used in the CoNLL 2003 [17] 
NER shared task evaluation. For the RE experiments, we 
used a large online encyclopedia document collection.  
 

 

Task Collection Size 
Reuters RCV1, 1/100 3,566,125 words 

NER 
Reuters RCV1, 1/10 35,639,471 words 

RE Encyclopedia documents 64,187,912 words 
Table 4.1: Document collections used in experiments. 

 

For all experiments, we start with a small sample (20-40) of 
entities or relation tuples, drawn at random from a list of 
known valid entities or tuples.  In Table 4.2 we report the 
size and composition of the samples used for the 
experiments.  
 

Task Sample Extractions (Description) Size 
Location names (LOC) 20 
Miscellaneous named entities (MISC) 20 
Organization names (ORG) 20 

NER 

Person names (PER) 20 
Person’s birth dates (BORN) 35 
Person’s death dates (DIED) 35 
Person’s inventions (INVENT) 35 

RE 

Person’s writings (WROTE) 35 
Table 4.2: Entity and relations used in experiments. 

 

To validate our extraction performance predictions for the 
NER task, we used as reference the top performing systems 
in the CoNLL shared task competition, which were 
evaluated over a manually annotated subset of news articles 
from the same RCV1 corpus as described above. Moreover, 
we built the samples of named entities by randomly 
sampling the set of named entities present in the training set 
provided by the CoNLL competition organizers [17]. 
To validate our performance predictions for the RE task, we 
used a simple bootstrapping-based extraction system similar 
to Snowball [1], which is heavily dependent on both the 
example entities and the text context in which they appear 

to derive extraction patterns. The accuracy was computed 
by sampling the extracted relations. For comparison, we 
also report RANDOM, the divergence of the random 
keyword sample-based language model, LMR.  
 
In our experiments we explored the following parameters:  
• Context size K: number of words to the left and to the 

right of entity to include as context. 
• Divergence metric, CDist or KL: The language model 

similarity metrics defined in Section 3.1. 
• Example set size S: number of randomly drawn entities 

(or relation tuples). Fixed sample size for each task 
between 20 and 40. 

• Random sample size R: number of randomly drawn 
terms to estimate the background model. Fixed to 
match the value of S above for each task. 

• Stopwords: we analyze two cases, when stopwords 
(common English words such as prepositions, 
conjunctions, numerals, etc.) are included the 
vocabulary and when they are excluded. In both cases, 
we discard punctuation. 

 

4.2 Predicting NER Difficulty 
In order to evaluate the accuracy of our predictions for the 
difficulty of extracting different types of named entities, we 
use as reference the accuracy of the top five systems in the 
CoNLL 2003 shared task competition [17], which are 
summarized in Table 4.3. It is also worth noting the 
performance of a baseline system that only identifies and 
labels entities that occurred in the training set. This baseline 
system obtains F-measure scores of 80.5 for LOC, 83.5 for 
MISC, 66.4 for ORG, and 55.2 for PER. 

 
Florian et 

al. [9] 
Chieu et 
al. [5] 

Klein et 
al. [11] 

Zhang et 
al. [19] 

Carreras 
et al. [3] Average 

LOC 91.15 91.12 89.98 89.54 89.26 90.21 
MISC 80.44 79.16 80.15 75.87 78.54 78.83 
ORG 84.67 84.32 80.48 80.46 79.41 81.86 
PER 93.85 93.44 90.72 90.44 88.93 91.47 

Overall 88.76 88.31 86.31 85.50 85.00 86.77 
Table 4.3: F-measures on the Reuters RCV1 collection 

reported by the top 5 systems participating in the 
CoNLL 2003 Shared Task competition.  

 
We report results on predicting NER difficulty in Tables 
4.4a, 4.4b, and 4.5. The first two tables present the results 
obtained on a smaller subset of the Reuters corpus (3.5 
million words), while the latter shows the results obtained 
for a bigger subset of the corpus (35 million words). It is 
remarkable that language models estimated on the smaller 
corpus are as good predictors as those estimated on a 
corpus 10-times bigger. 
 

75



RCV1 1/100, Left/Right Context Size 1, Counting Stopwords 
 Sample 1 Sample 2 Sample 3 Average 
LOC 1.47 1.54 1.49 1.50 
MISC 1.31 2.09 2.29 1.89 
ORG 4.36 2.25 4.12 3.57 
PER 7.40 4.08 5.28 5.58 
RANDOM 1.57 1.24 1.73 1.51 

 

RCV1 1/100, Left/Right Context Size 2, Counting Stopwords 
LOC 1.12 1.15 1.11 1.12 
MISC 0.94 1.46 1.62 1.34 
ORG 3.60 1.85 3.85 3.10 
PER 5.71 3.22 4.30 4.41 
RANDOM 1.04 0.73 1.00 0.92 

 

RCV1 1/100, Left/Right Context Size 3, Counting Stopwords 
LOC 0.92 0.94 0.93 0.93 
MISC 0.78 1.18 1.33 1.09 
ORG 2.95 1.65 3.45 2.68 
PER 5.16 2.80 3.79 3.91 
RANDOM 0.87 0.63 0.83 0.78 
Table 4.4a: KL-divergence for the context models for 
random samples of 20 entities/random words and the 

background language model for a corpus of 3.5 million 
words, when the language models include stopwords. 

 
 

RCV1 1/100, Left/Right Context Size 1, Ignoring Stopwords 
 Sample 1 Sample 2 Sample 3 Average 
LOC 2.44 2.66 2.48 2.52 
MISC 2.40 3.49 3.77 3.22 
ORG 4.58 4.49 6.74 5.27 
PER 9.08 6.23 7.61 7.64 
RANDOM 2.35 2.11 2.84 2.43 

 

RCV1 1/100, Left/Right Context Size 2, Ignoring Stopwords 
LOC 1.73 1.83 1.80 1.78 
MISC 1.67 2.51 2.72 2.30 
ORG 3.87 3.45 5.90 4.40 
PER 8.03 4.87 5.91 6.27 
RANDOM 1.68 1.22 1.62 1.50 

 

RCV1 1/100, Left/Right Context Size 3, Ignoring Stopwords 
LOC 1.44 1.50 1.50 1.48 
MISC 1.35 1.98 2.16 1.83 
ORG 3.28 2.85 5.31 3.81 
PER 7.19 4.32 5.36 5.62 
RANDOM 1.43 1.05 1.33 1.27 
Table 4.4b: KL-divergence for the context models for 
random samples of 20 entities/random words and the 

background language model for a corpus of 3.5 million 
words, when the language models discard stopwords. 

Our ranking identifies ORG and PER entities as “easy” to 
extract entity types and LOC and MISC as hard to extract. 
These correlate with the results reported by the participants 
in the CoNLL 2003 Shared Task competition (Table 4.2), 
with one exception: the LOC entities. We believe this 
happens for two reasons: first, the location entities in the 
test set overlap to a large degree with the locations in the 
training data, as indicated by the performance of the 
baseline system; second, all systems shown in Table 4.3. 
except [11] used extensive lists of gazetteers, which were 
likely to contain most locations that news articles may talk 
about and thus, covering most of the locations in the test. A 
drawback of our model is that it does not take into account 
how easy to identify entities of a certain type based on 
intrinsic information (e.g., morphology) or gazetteer lists. 

RCV1 1/10, Left/Right Context Size 1, Ignoring Stopwords 
 Sample 1 Sample 2 Sample 3 Average 
LOC 1.65 1.82 1.81 1.76 
MISC 1.79 2.75 2.99 2.51 
ORG 4.36 2.93 5.48 4.25 
PER 7.10 5.04 5.50 5.88 
RANDOM 1.98 1.60 2.43 2.00 

 

RCV1 1/10, Left/Right Context Size 2, Ignoring Stopwords 
LOC 1.12 1.22 1.26 1.20 
MISC 1.16 1.84 2.02 1.67 
ORG 3.57 2.18 4.33 3.36 
PER 5.95 3.81 4.29 4.68 
RANDOM 1.36 0.83 1.24 1.14 

 

RCV1 1/10, Left/Right Context Size 3, Ignoring Stopwords 
LOC 0.92 0.99 1.04 0.98 
MISC 0.91 1.41 1.55 1.29 
ORG 2.94 1.79 3.76 2.83 
PER 5.28 3.28 3.75 4.10 
RANDOM 1.12 0.68 0.96 0.92 
Table 4.5: KL-divergence for the context models for 
random samples of 20 entities/random words and the 

background language model for a corpus of 35 million 
words, when the language models discard stopwords. 

 

Often, our predictions suggest a clear distinction between 
the four entity types considered. In most cases, the average 
KL-divergence value for one type of entities is greater than 
the maximum KL-divergence and smaller than the 
minimum KL-divergence obtained for any sample of 
another type of entities. 
Tables 4.4a and 4.4b show the contrast between using 
stopwords in the language model and discarding the 
stopwords. As expected, the context language models are 
more similar to the background model when stopwords are 
included, but in both cases, the conclusions are essentially 
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the same. This is encouraging, as it shows that this 
approach may work even for languages for which no lexical 
information (such as stopwords) is known a priori. 

4.3 Predicting RE Performance 
We now turn to predicting the performance for the relation 
extraction task (RE). The goal is to predict which relations 
are “hard” to extract, and which ones are “easy”. Table 4.7 
reports the actual extraction accuracy on the RE task using 
a simple bootstrapping-based information extraction system 
similar to Snowball [1] and KnowItAll [20]. We report the 
precision of the facts extracted by the system estimated by 
sampling 100 facts from the extracted relation instances. As 
we can see, the BORN and DIED relations are “easy” for 
the extraction system (exhibiting precision of as high as 
97%), whereas INVENT and WROTE are relatively “hard” 
(exhibiting precision as low as 50%). 
Table 4.6 reports the KL and CDist values computed from 
the models incorporating all words in the contexts. The KL 
divergence values of the BORN and DIED relations are 
significantly higher than the KL values for the INVENT and 
WROTE relations, predicting that the former should have 
higher accuracy than the latter. Hence, KL correctly 
identifies “easy” relations vs. “hard” relations to extract. On 
this task, the CDist divergence values for BORN and DIED 
are also noticeably higher than the corresponding values for 
INVENT and WROTE.  

Relation Accuracy (%) 
strict      partial Task Difficulty 

INVENT 0.35         0.64 Hard 

BORN  0.73         0.96 Easy 

DIED 0.34         0.97 Easy 

WROTE 0.12         0.50 Hard 

Table 4.7: Precision for the RE task on the 
Encyclopedia collection for the INVENT, BORN, DIED, 

and WROTE relations. 

Table 4.8 reports the divergence values using the language 
models built by discarding common English stopwords. As 
we can see, these models have higher divergence from the 
background than the models with stopwords included. This 
is not surprising, as stopwords tend to appear in both 
generic and task specific contexts. As before, the context 
models built without stopwords have higher KL divergence 
from the background model for the “easy” relations than the 
KL divergence of the context models for the “hard” 
relations.  In contrast, the CDist values for INVENT and 
DIED models now become more similar. In fact, the CDist 
values for INVENT are actually higher than the 
corresponding values for DIED, incorrectly suggesting that 
the INVENT extraction task is “easy”. Hence, it appears 
that KL is a more robust predictor of extraction 
performance. 

KL (Section 3.1) CDist (Section 3.1)               K  
Relation              1 2 3 4 5 1 2 3 4 5 
INVENT 6.68 5.95 5.69 5.4 5.27 0.74 0.72 0.73 0.72 0.73 
BORN  9.4 8.79 8.49 8.1 7.61 0.89 0.86 0.86 0.86 0.86 
DIED 9.16 8.88 8.11 7.79 8.1 0.75 0.79 0.66 0.61 0.6 
WROTE 6.72 5.95 5.82 5.71 5.48 0.62 0.61 0.61 0.62 0.61 
RANDOM 0.36 0.22 0.18 0.13 0.12 0.4 0.24 0.2 0.14 0.13 

Table 4.8: Predicting RE performance for INVENT, BORN, DIED, and WROTE relations 
when the language models discard stopwords. 

 

KL (Section 3.1) CDist (Section 3.1)                 K  
Relation               1 2 3 4 5 1 2 3 4 5 
INVENT 4.33 3.76 3.55 3.33 3.3 0.24 0.2 0.16 0.12 0.13 
BORN  8.68 7.62 6.86 6.4 6.16 0.86 0.74 0.58 0.54 0.54 
DIED 7.72 7.72 6.87 6.49 6.75 0.62 0.66 0.49 0.42 0.41 
WROTE 4.47 4.1 3.89 3.77 3.65 0.5 0.38 0.29 0.24 0.12 
RANDOM 0.4 0.25 0.17 0.09 0.08 0.24 0.23 0.12 0.02 0.01 
Table 4.6: Predicting RE performance for the INVENT, BORN, DIED, and WROTE relations 

when the language models include stopwords. 
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5. CONCLUSIONS AND FUTURE WORK 
 
We presented a context language modeling approach for 
predicting extraction performance. We have shown that our 
approach is effective for predicting extraction accuracy for 
tasks such as named entity recognition and relation 
extraction, both crucial for high accuracy and domain-
specific information retrieval. 
As our experiments indicate, starting with even a small 
sample of available entities can be sufficient for making a 
reasonable prediction about extraction accuracy. Our results 
are particularly encouraging as we consider a relatively 
simple model that does not require extra information to that 
typically available to modern NER and RE systems.  
Extending our method to use more sophisticated language 
models (e.g., n-grams) can further improve our predictions. 
For languages where reliable NLP tools are available, one 
promising direction would be to incorporate syntactic 
features, and to apply techniques such as co-reference 
resolution to build richer and more accurate context 
language models. Additionally, incorporating gazetteer lists 
similar to those typically used by the NER systems can 
further improve prediction accuracy.  
Furthermore, our techniques could be applied for building 
interactive information extraction systems that guide the 
user by requesting more examples for the extraction tasks 
predicted to be “hard”.  
As our experiments show, context language models 
localized around entities and relation instances of interest 
diverge from the document-level language model. Thus, for 
tasks such as question answering and information 
extraction, modeling term proximity near entities of interest 
is a promising direction for improving information retrieval 
accuracy. 
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ABSTRACT 
Although information extraction systems often focus on assertions 
about concrete entities and relationships among them, there is 
growing interest in tools for identifying the contexts � meta-
information - in which these assertions are made. Important 
elements of context include for example the source of the 
information, the author's attitude towards the information or his 
evaluation. We call recurring relevant contextual clues contextual 
concepts. The difficulty of the automatic processing of contextual 
concepts lies in the fact that usually there are no conventional 
ways, or set expressions, for conveying them. This yields a great 
variety of surface forms that traditional information access 
systems do not detect. We propose a framework to extract 
contextual concepts as the instantiations of general underlying 
patterns.  

General Terms 
Reliability, Experimentation, Human Factors. 

Keywords 
information access, contextual concept, concept matching, pattern 
matching 

 

1. INTRODUCTION 
Information extraction tools are usually developed to extract 
"facts" from free-text documents, as defined in the MUC tasks [2]. 
A "fact" in this framework is typically a relationship among a few 
concrete entities such as people, places, or objects.  Facts, 
however, are presented in contexts that give them various statuses, 
which are relevant for a wide range of users: a researcher 
processing scientific facts described in the literature might want to 
know if those facts are old established facts (background 
knowledge) or new findings in the article; a customer wishing to 
buy an electronic device might want to inquire if it can be 
dangerous for health; a manufacturer searching for new products 
needs to know how a particular product compares with old ones. 
These kinds of relevant contextual contents are meta-information 
that the author might convey related to the facts he describes. 
There has been growing interest in developing automatic tools to 
detect such kinds of contextual clues to complement fact 
extraction in order to give access to their interpretation. We call 
recurring relevant contextual clues contextual concepts. The main 
difficulty in the extraction of contextual concepts lies in the 
diversity of the linguistic expressions conveying them. 

The greatest effort to extract contextual concepts has been 
invested in the analysis of scientific writing [10,7,8,12,5] since the 
settings in which the facts are described follow some recurring 
patterns in scientific argumentation schemes. We do not know, 
however, of any attempt at the automatic extraction of contextual 
concepts like possible danger or a product presenting innovative 
technology compared to previous products. 

The framework we propose has been successfully applied in a text 
mining project for detecting biological abstracts describing 
paradigm shifts in research [6]. Here we extend its application  for 
extracting three additional contextual concepts: background 
knowledge, possible danger and innovation. Our goal with this 
presentation is to show that this framework is suited to handling 
new and diverse contextual concepts, which is regarded as a step 
for generalization. None of the three systems described here has 
been developed fully in large-scale applications like the paradigm 
shift system, so we cannot present evaluations. Their foundations, 
however, have been laid.  

2. THE FRAMEWORK 
Each of the following sentences conveys (through the expression 
in bold) one of our target concepts: 

a. Background knowledge 

Recent studies indicate that ligands of the peroxisome 

proliferator-activated receptors-gamma (PPAR-gamma) alter 

cardiac remodeling during chronic ischemia.  

AMH promoter sequence variations or the previously proposed 
SF3a2-AMH fusion co-transcripts cannot be responsible for 

aberrant AMH expression leading to Mullerian duct degradation.  

Vascular endothelial growth factor (VEGF) is universally 

accepted as a primary factor in the regulation of vessel patency 

in vascular networks throughout the body and including the 

retina.  

b. Danger 

If the DNA repair mechanism does not work as well as it should, 

mutations in cells could accumulate with disastrous 

consequences. 

Find out what you need to know to protect yourself from this 
potential cause of brain tumors. 
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Describes possible health risks posed by cell phones, including 

headaches, DNA damage, memory loss, ear ache, and fatigue. 

c. Innovation 

It delivers superb sensitivity and new insights into materials 

processes that cannot be obtained with conventional thermal 

analysis methods.  

Video content in Macromedia Flash allows designers to maintain 

control of the look and feel of their applications, unlike today's 

existing video options which require external players to be 

launched and have platform inconsistencies. 

A.D. Pharma has introduced an exciting new product unlike 
anything previously available.  

Our aim is to capture in each set the underlying patterns that allow 
human language processing to recognize the three  concepts. 

Previous efforts for extracting contextual concepts in scientific 
writing include that of Teufel [11], who proposes a method based 
on a combination of statistics and a pre-compiled lexicon. The 
method missed infrequent and discontinuous expressions due to 
the diversity of the surface forms. Ferret [3] developed a rule-
based system, but the target expressions are collocations. This 
approach would not be suited to the type of expressions we are 
looking for as the above examples show. As far as a machine 
learning solution is concerned, the compilation of annotated 
training corpora would represent a major difficulty. Whereas the 
compilation of a corpus of sentences describing background 
knowledge is conceivable (it is part of the Zone Analysis project 
[9]), the same task in the case of dangerous devices or innovative 
products is much more tedious exactly because of the great variety 
of linguistic expressions and data scarcity: we would need the tool 
we are to develop in order to constitute a training corpus. In the 
case of background knowledge, even if we have a large quantity 
of sentences, it is impossible to make sure - for the same reason - 
that a sufficiently wide range of expressions is represented. 

Existing document processing systems like for example Fastus [4] 
typically deal with surface variations of common underlying 
meanings by allowing substitution of similar expressions or 
expression schemata, where similarity is defined such that if one 
expression is relevant to a user's query, then similar ones can be 
assumed to be relevant as well. These similarities are usually 
defined using three levels of linguistic information:  
morphological, syntactic and lexical semantic equivalences. 

The framework we propose relies on a novel kind of common 
pattern: shared conceptual features. The expressions conveying 
the contextual concepts are composed of constituent expressions 
presenting those features. We introduce the notion of constituent 
concepts through simple paraphrases of our target concepts as 
follows: 

a. Background knowledge 

Paraphrase: past/general achievement: 

Recent [past/general] studies [achievement]  

previously [past/general] proposed [achievement] 

universally [past/general] accepted [achievement] 

b. Danger  

Paraphrase: possibility of causing/resulting in bad thing 

could [possibility] accumulate [causeff] with disastrous 
[bad_thing] consequences [causeff] 

potential [possibility] cause [causeff]  of ... tumors [bad_thing] 

possible [possibility] ... risks [bad_thing] posed [causeff]  

c. Innovation 

Paraphrase: now available interesting product is in contrast 
with products available in the past 

cannot [contrast] be obtained [available] with conventional 
[past] � methods [product]  

unlike [contrast] today's [now] existing [available]... options 
[product] 

exciting [attitude] new [now] product [product] unlike 
[contrast] ... previously [past] available [available] 

Besides being composed of constituent concepts, the above 
expressions reveal a second property of expressions of contextual 
concepts . We can also observe that the contextual concepts are 
conveyed through coherent linguistic structures, i.e. the 
constituent concepts are in linguistic dependency relationships 
with each other (DEPENDENCY(argument1,argument2)):  

a. Background knowledge 

Recent studies    
MOD(studies[achievement],Recent[past/general])  

previously proposed  
MOD(proposed[achievement],previously[past/general]) 

universally accepted 
MOD(accepted[achievement],universally[past/general]) 

b. Danger  

could accumulate with disastrous consequences 
AUX(accumulate[causeff],could[possibility]) 
MOD(accumulate[causeff],consequences[causeff]) 
MOD(consequences[causeff],disastrous[bad_thing]) 

potential cause of ... tumors 
MOD(cause[causeff],potential[possibility]) 
MOD(cause[causeff],tumors[bad_thing]) 

possible  ... risks posed 
MOD(risks[bad_thing],possible[possibility]) 
MOD(risks[bad_thing],posed[causeff]) 

c. Innovation 

cannot be obtained with conventional ... methods 
AUX(obtained[available],cannot[contrast]) 
MOD(obtained[available],methods[product]) 
MOD(methods[product],conventional[past]) 

unlike today's existing ... options 
PREP(options[product],unlike[contrast]) 
MOD(options[product],existing[available]) 
MOD(options[product],today[now]) 

exciting new product unlike ... previously available 
MOD(product[product],exciting[attitude]) 
MOD(product[product],new[now]) 
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PREP(available[available],unlike[contrast]) 
MOD(available[available],previously[past]) 

Now we have introduced the two basic ingredients that make up 
the patterns matching contextual concepts: constituent concepts 
and syntactic relationships. They are both  different from 
traditional pattern matching features. The keywords in constituent 
concept classes are neither synonyms, nor of the same type as for 
example named entities, nor do they necessarily belong to the 
same part of speech class. The only element that they share is one 
common feature of their meaning: the very feature that is a 
component of the meaning of the target concept. As for the 
syntactic relationships, the only information we use is that two 
words are in a dependency relationship.  The type of relationship 
(subject, modifier, etc.) is unimportant. This is explained by the 
fact that the presence of a syntactic relationship between two 
words reflects semantic coherence between them, thus since our 
target concepts are semantically coherent, so are they 
syntactically. 

The third ingredient of the concept-matching systems is co-
occurrence rules that match certain syntactically related pairs of 
keywords expressing particular constituent concepts with the 
target concepts. The more constituent concepts we have in the 
system the more co-occurrence rules we need. Co-occurrence 
rules filter out wrong combinations of the constituent concepts, 
i.e. cases when the expressions of the constituent concepts do not 
make up the target concept,  like in the following sentence: 

No [contrast] new [now] products [product] are available 
[available] at the moment.  

The development infrastructure and general linguistic resource of 
our systems is a robust dependency parser, XIP [1]. 

3. CONCLUSION AND CHALLENGES 

FOR FUTURE WORK 
The most important feature of our framework is its ability 
to represent varied and discontinuous linguistic expressions of 
complex concepts as instantiations of the same underlying pattern, 
which is not realizable with traditionally used patterns. The 
heterogeneity of the keywords composing the lists of constituent 
concepts on the one hand and the flexibility of the syntactic 
constraints on the other hand, lead to the coverage of a broad 
range of surface expressions. The only system that has been 
extensively evaluated is the system for detecting paradigm shifts, 
where the precision is almost 100%. Recall is not easy to estimate. 

The main drawback of our framework is that it extensively relies 
on concept-specific resources, which must be constructed ad hoc 
and are not obtained automatically at this stage.  

The value of a concept matching system lies in the relevance of its 
target concepts. The paradigm shift concept has proved to be 
relevant for text mining in biology (see Evaluation of the Method 
in [6]), so the effort invested in the manual compilation of the 
resources has been justified. We believe that concepts like 
background knowledge, innovation and danger are relevant, 
although we have not had actual applications. Future research is 
targeted at the definition of relevant contextual concepts as well as 
the development of a standard process for constructing concept-
matching systems in which as many steps as possible are 
automated. 
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ABSTRACT 

In this paper, we propose a system that clusters web pages and 

presents them as a hierarchical structure instead of a classical 

search ordered list retrieved from any search engine. The 

organization of the results based on this concept makes easier the 

user�s search navigation between the results of the search engine. 

In particular, we use web content mining techniques to represent 

texts, based on their most relevant terms, which can be simple 

words or phrases. A soft clustering algorithm is then applied to 

group documents into clusters hierarchically linked. Finally, each 

cluster is labelled with its most relevant term based on a simple 

heuristics. 

Categories and Subject Descriptors 

H.3.3 [Information Storage and Retrieval]: Information Search 

and Retrieval � clustering. 

General Terms 

Algorithms, Measurement, Experimentation. 

Keywords 

Web page automatic clustering, Hierarchical soft clustering, Web 

content mining. 

1. INTRODUCTION 
The World Wide Web has become a huge network of information 

and search engines actually deal with the problem of retrieving 

relevant documents. One of their main problems is that the 

induced relevance may not satisfy the user intents. This is manly 

due to two problems: (1) search engines interpret the content of 

documents in a basic way and (2) they present the retrieved 

information in an unstructured way. In fact, systems are not 

capable of understanding completely what users are looking for 

due to small queries and on the other side, they keep retrieving a 

huge set of unstructured information. 

To answer these problems, we propose a meta-search engine 

named WISE that uses web content mining techniques introduced 

by [1] associated to a soft clustering algorithm called PoBoc [2] to 

find, analyze, understand, disambiguate and organize the set of 

documents returned by any search engine for a given query. As a 

consequence, the user�s search is simplified turning his task less 

time-consuming. 

2. RELATED WORK 
The Information Retrieval community has suggested in scientific 

published literature different solutions to the problem of 

organizing web search results. But all these works [3] [4] [5] [6] 

[8] [9] [10] have in common the fact that they mainly consider the 

titles and the snippets of each document retrieved from a search 

query. However, [3] refer that the results are obviously inferior 

when compared to the use of overall text. For that purpose, [4] 

enriches1 the snippets with two existing knowledge bases. All 

these works also use lists of stop-words and stemming algorithms 

which make their solution language-dependent. 

In order to represent the documents retrieved by the search 

engines, [4] [5] [6] use the well-known space vector model [7] 

considering only the snippets and not the overall text. Some other 

works show another text representation. [2] [8] [9] [10] use the 

concept of shared n-grams between snippets. But none uses web 

content mining techniques to represent their documents as we will 

show in the next section. 

Once documents are represented into a given structure, clustering 

techniques must be applied to produce a structured list of results. 

The proposed algorithms proposed so far in the literature 

distinguish themselves by the use of (1) simple words or phrases 

and (2) by implementing flat clustering or hierarchical clustering. 

In particular, the work done by [11] which was not tested in web 

environment and [3] propose flat clustering with simple words, 

while [8] and [10] do it with phrases. [9] are the first to introduce 

hierarchical clustering with phrases, followed by [4] and [5]. [6] 

also propose hierarchical clustering but just considering simple 

words. In our work, we use a soft clustering algorithm called 

PoBoc [2] that has shown successful results within the analysis of 

textual data and allows words to belong to different clusters. It is 

used in association with phrases that are extracted previously 

from texts based on the SENTA software [12].  

Our solution differs from all previous work as it proposes a deep 

analysis of text content using a multiword extractor that produces 

relevant phrases. Compared to existing methodologies that elect 

frequent strings as phrases, we use a more sophisticated language-

independent phrase extractor [12]. Based on the extraction of 

these phrases, we then apply web content mining techniques to 

extract as deep knowledge as possible from texts to finally 

                                                                 

1 To our best knowledge, they are the only ones. 
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produce a set of soft clusters based on a soft clustering algorithm 

called PoBoc [2]. 

In this paper, we will first show the architecture of our solution. 

In a second part, we will show some first results and finally draw 

some conclusions.   

3. GLOBAL ARCHITECTURE 
Our architecture called WISE is composed of 4 main parts:  

(1) The selection of relevant pages from the set of all retrieved 

documents by the search engine; 

(2) The integration of the SENTA software [12] that extracts 

phrases from raw texts; 

(3) The detection of relevant terms that characterize the 

document, using the WEBSPY software [1] that implements the 

web content mining techniques; 

(4) The presentation of the documents into a hierarchical structure 

using the PoBoc [2] algorithm. 

The overall architecture can be seen in Figure 1. 

 

 
Figure 1. The architecture of WISE. 

 

Our algorithm proposes a new method for extracting relevant 

pages and a new representation of documents, based on relevant 

terms to apply a clustering algorithm. Our algorithm follows the 

next 8 steps: 

(1) Retrieve the list of results of the search engine for a given 

query (meta-crawler); 

(2) Select the most important results from all the retrieved 

documents. All the literature specified above treats each 

document as equals, but they are not. Each one has different 

relevance to the query, which decreases as more and more 

documents are retrieved. Producing clusters in many documents 

of little relevance can reduce the quality of the results, and for 

that reason we exclude some results, benefiting precision upon 

recall. For that purpose, we applied a function that chooses from 

the returned documents, the best ones i.e. the ones that overpass a 

given threshold calculated by Equation 1. 

 URLsabsolutedifferent  #

 URLsreturned #
_ relevanceaverage  (1)

Based on the above equation, we select all the relevant URLs 

which number of occurrences is greater than the calculated 

threshold. But, we also take as relevant all the retrieved absolute 

URLs.  

In order to better understand our procedure, the number of 

occurrences of a URL is the sum of all URLs that share the same 

absolute URL. For instance, considering Figure 2, the average 

relevance threshold would be 4/3 = 1.3. As a consequence, we 

would not consider the webpage which absolute URL is 

http://geocities.com being its number of occurrences below the 

threshold. 

 
Figure 2. List of results related to mobile phones query. 

In addition, we extend the number of relevant pages given by the 

search engine by considering a set of pages not caught by the 

system, but related with the query. For that purpose, for any 

absolute retrieved URL, we catch its N best pages re-running the 

search engine over the absolute URL with the same query.  

(3) Identify phrases in the documents in order to increase the 

knowledge about each document by using the SENTA software 

[12]; 

(4) Calculate the set of relevant terms to the query for each 

document by applying the WEBSPY software [1] that implements 

a set of decision trees C5.0 based on 12 characteristics between 

all the words/phrases in the document and the query terms. This 

step retrieves a set of related terms with a probability of 

relevance. Our purpose is to use the overall text and all the 

relations between words/phrases and the query term to represent 

as best as possible the semantic content of each text; 

(5) Calculate the similarity matrix. In order to prepare the 

clustering step, the WEBSPY software is applied again. For each 

relevant term retrieved from step (4) we apply WEBSPY based on 

the pages where relevant term occurs. As a consequence, each 

relevant word/phrase is also represented by a set of related words 

with a given relevance probability. In order to build the similarity 

matrix, we then apply the Cosine measure between all the pairs of 

relevant word/phrase. 

(6) Group into a hierarchical structure the set of all relevant 

documents retrieved in step (2). By this clustering step, we aim at 

disambiguating the sense of the query term. Thus, the user is 

helped in his search for information. This step is done using the 

PoBoc algorithm [1], a soft clustering algorithm that allows a 

word/phrase to belong to different cluster. This characteristic is 

fundamental for text analysis as it is obvious that one word may 

appear in different contexts with a different semantic content. 

(7) Label each cluster with its most relevant word/phrase based on 

a simple heuristic that chooses the word/phrase that occurs more 

often in the set of words/phrases representing relevant terms and 

taking into account the sum of probabilities in case of ties. 

(8) Present the final results to the user. 

Our solution uses the overall text information, not only the titles 

and the snippets, turning the solution more robust in terms of 

semantic ambiguity. Also, we do not use lists of stop-words 

neither we use stemming algorithms, which makes our solution 

flexible, and domain/language-independent. To our best 

knowledge, we are the first using web content mining techniques 

to understand documents, using afterwards this knowledge as a 

base to form structured hierarchical soft clusters. 

4. RESULTS 
The results shown below are clusters returned by our system 

WISE from the system query execution Benfica on may 31st, 2005 

using Google� as search engine. The cluster that can be seen in 

Figure 3 refers to the set of URLs related to José-António-
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Camacho2, the former football coach of Real-Madrid, spoken at 

that time to be a possible successor of Giovanni-Trapattoni as the 

new coach of Benfica. We can notice that the labels show some 

degree of quality and semantic description of the content of the 

cluster due to the identification of relevant phrases. One other 

interesting issue is the capacity of the system to deal with word 

mistakes (Giovanni, not Geovanni). This result is due to the fact 

that no restriction is made over term frequency.  

 

Figure 3. Monothetic labels and phrases
3
. 

In Figure 4, we can see the ability of our system to deal with term 

disambiguation. As we have already seen, José-António-Camacho 

is related to Benfica (i.e., Benfica is related to Benfica Football 

Club), but the system also retrieves a cluster with label PS which 

refers to the politic socialist party located in the Benfica 

neighborhood (i.e. Benfica is related to politics through the fact 

that Benfica is also related to a famous neighborhood of Lisbon). 

Moreover, the label Universitários refers to student life like 

housing, transports and roads (i.e. Benfica is also related to a 

privileged neighborhood for student housing). 

 

 

Figure 4. Word sense disambiguation. 

5. CONCLUSION 
Our paper proposes to organize the flat ranked search lists 

returned by current search engines to produce a topic hierarchical 

structure that will help the user in his search for information. Our 

main contribution to the field is the use of web content mining 

techniques applied to the overall information within texts which 

allows deep semantic analysis of web documents, understanding 

facts that, till now, no search engine understands. Moreover, the 

identification of phrases to define key concepts in texts allows a 

greater document content understanding. The architecture and the 

proposed algorithms are the answer to one of the biggest problems 

                                                                 

2 José-António-Camacho stands for the name José António 

Camacho that has been recognized by SENTA as a phrase. 

3 The fact that we only have one absolute URL for the concept 

José-António-Camacho is casual. In fact, our system is capable 

of retrieving different absolute URLs for the same concept. 

of search engines: returning quality results through an organized 

and disambiguated structure of concepts. This paper shows an on-

going work and further improvements will be made, especially in 

terms of merging clusters as data sparseness usually produce too 

many clusters. The WISE software will be soon freely available at 

http://wise.di.ubi.pt under GPL license. 
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2.1 Buckley & Voorhees: bpref� ñ"ó' �.n�"���kù ý ògþ< �ò ý�� ó' /ô+ �X7*5 <ôYü9õW,zõGó9û�.SõCó-ü' ý ü �  �ô ý ,NùAü')ù"*�ú<õGþ/ñ�÷" Hü' �ù"*�.SõGó9þTòLü9ù7õ0*�� ý  = \ �� � òLü9ù7õ0*`� T

bpref =
1

R

R
X

r=1

1 −

IrrR(r)

R

� �:�
� * � þ �  Hó!õ�.Mû(*�õ�,j*só' H÷# �!1ò�*8ü5ô"õ�ú � þ< �*8ü ý
IrrR(r) * � þ �  Hó�õ�.�ô"õ�ú � þ< �*8ü ý �CòCþ/õ0*+/�ü')5 Dü9õ1ñ � û(*�õ�,j*ùAóó' <÷" =!Gò�*�ü5õ0*+ ý �"ófò�*�û0 �ôi)�ù#/�)5 HóNü')�ò�*só
� *5 >ñ�ó9õ � ÷" <þ�,NùAü')Wü')+ � ñ"ó' �.!ô� �X7*�ù7ü9ù7õ�*��`ü')�òCüxü')+ iò � ü')�õCó ý

*�õCü' iù"*�ü')+ <ùAó-ñ'òCñd Hó��`ù ý ü')�òCü-õ0*�÷$Ddü')5 ý òCþ< e* � þ �  Hó�õ�.�ùAóó' <÷$�
 =!Gò�*�üsô�õ�ú � þ< =*�ü ý ò ý ü')5 �* � þ �  HóTõ�.xó' <÷" =!Gò�*�ü � � �/òLó' ��ý  �ô
.SõCó¹ü')+ iú�òC÷Qú � ÷QòCü9ù7õ0* T R )�ù ý ù ý ò�ñ�ó9õ � ÷" <þ� ý ñd Hú<ùQòG÷7÷$DQ,j)5 �*Vü')5 
* � þ �  Hó�õ�.wû(*�õ�,j*Tó' <÷" =!1ò�*�üNô�õ�ú � þ< =*�ü ý ù ý ÷7õ:, T � ñ"ó' �.4�'�=�¹ù ý ò�*ù7þ/ñ�ó9õ:!� �ôn!GòCó9ùQò�*8ü�õ�. � ñ"ó' �.E� ��ý ù#*+/ �n� �=�NùAóó' <÷" =!Gò�*�üDô"õ�ú � þ< �*8ü ý �� � üzùAü ý ü9ùQ÷7÷'ü9õ ý õGþ< l Hö8ü' =*�üz)'ò ý ü')5 ý òCþ< j,m �òGû(*+ ýý=T�� õGü' 5òC÷ ý õü')'òLüzü')+ � ñ�ó' �.�þ< �ò ý�� ó' ý ù ý õ0*�÷$DTô+ �X5*5 �ôe.�õGóNô�òCüfò ý  Hü ý ,Nù7ü')gòLü÷" �ò ý ü ��� ù7óó' H÷# �!1ò�*8ü$ô"õ�ú � þ< =*�ü ý=T
2.2 The RankEff measure�  �òLó' Vú � óó' =*�ü9÷"D ��ý ù"*5/�,j)�òCüW,m Wú<òG÷7÷�ófò�*�û"ù"*+/� ��/ú<ù" =*�ú�D� � ò�*�û� Y¡m�zô+ �X5*5 �ôgù"*W �� � òLü9ù7õ0*v¢ T

RankEff =

P

R

r=1
Irr(r)

R(N − R)

� ¢0�
� * � þ �  Hó!õ�.wó' <÷" =!Gò�*�ú= S9 � ô+/0 <ô�ô�õ�ú � þ< =*�ü ý� * � þ �  Hó!õ�.Mû(*�õ�,j*�ó' <÷" =!Gò�*�ü5ô"õ�ú � þ< =*�ü ý£ óó � ó�� * � þ �  Hó!õ�.MùAóó' <÷" =!Gò�*�ü$ô�õ�ú � þ< =*�ü ý ófò�*�û� �ô

)�ù"/0)5 ;ó5ü')�ò�*gó
���¤� ���|.SõGó � ñ"ó' �.4�'���
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¥l¦�§+¨�©_ªi«"¬S¬�«"<«#®#¦:¯S°'±�²5³+¯'´�µ�²+¶+°z«$°j·+±
´=¬z§5±�°S¬�¶+ª%´�¯mµ4¯'±�¸°'¹+´
¬'¦�<´nºS´�¦�¨(§5´=¬�¬�´=¬c¦�¬l²+³+¯'´�µ3»

• ¼ °j¶+¬�´=¬c¦�®"®�°'¹+´¤¯'´=®"´=½�¦�§+¾=´S¿2¶5·+À0´�<´=§
°'¬
• ¼ °b¾�¦�§�¹7¦�§5·+®"´�·5¦:°�¦{¬�´�°'¬bºj«$°'¹Á¦�§
Â`§(¶5e²d´�¯�±�µj¯'´=®"´=½�¦�§
°¦�§5·i«$¯�¯'´=®"´=½�¦�§
°l·+±
¾=¶+<´=§
°'¬=Ã�´�Ä�¾=´=³+°j«$µY¥¤ÅnÆb±�¯cÇ\Å¤¥
• ¼ °j¹5¦�§5·+®"´=¬j¬�F¦�®"®s§�¶+e²d´�¯m±�µY¯'´=®"´=½�¦�§
°c·�±
¾=¶5<´=§
°'¬S²d´�°�°'´�¯°'¹7¦�§W²+³+¯'´�µ

È�±�À0´�°e¦�§�«#·+´=¦{±0§Pºj¹7¦:°b°'¹+´<½0¦�®"¶5´=¬|¬'¦=Â+¬=ÃYºm´F¾�¦�§P§+±�°'´<°'¹7¦:°
«$µz¦�®"®g¯'´=®"´=½�¦�§
°¤·+±
¾=¶+<´=§
°'¬c¦�¯'´b¦�¹5´=¦0·�±�µz¦�®"®g«$¯�¯'´=®"´=½�¦�§
°�Ãdºm´|À�´�°
É Æ0Æ0Ê�Ë�ÈS¹+´i±�³5³d±0¬�«$°'´i¾�¦�¬�´�®"´�¦0·�¬e°'±�Æ�Ê�Ãz¦�§5·P²d´�°Eºm´=´=§�°'¹5´�¬�´
´�Ä�°�¯'´�<´=¬=Ã5°'¹+´|<´=¦�¬�¶+¯'´\¬�¹+±�ºj¬l°'¹5´�®"´=½�´�®�µ�±�¯¤°'¹+´b¦�½�´�¯�¦�À0´\¯�¦�§5¨
±�µ5°'¹+´z¯'´=®"´=½�¦�§
°_·�±
¾=¶5<´=§
°'¬=Ë�¥¤¦�§5¨�©Yª<¦�§5·|²+³+¯'´�µ5¦�¯'´m´�Ì
¶5«"½0¦�®"´=§
°
«$µ_´�Ä+¦�¾�°'®$Â{Í�Æ�Ê�±�µy°'¹5´\·�±
¾=¶5<´=§
°'¬j¦:¯'´n¯'´=®"´=½0¦�§
°�Ë
2.3 A test evaluation using bpref and RankEffÈ�±WÀ0´�°|¦�Î5¯'¬2°n«#<³�¯'´=¬�¬�«"±0§`±�µS°'¹+´b°Eºm±W´=½�¦�®"¶5¦�°'«"±0§`<´�¦�¬�¶�¯'´=¬
ºm´F¹7¦�½�´�°'´=¬2°'´�·�°'±{´=½�¦�®"¶7¦:°'´i¦�Ï}ÐgÑ(Ò\ÓÔ°�¯�¦�«"§5´=·Q±0§P°'¹+´FÕm®"´�µ
¾�±�¯'³5¶+¬WÖ ×:Øjºj«$°'¹�°'¹+´i³5¦�¯�¦�<´�°'´�¯'¬=»iÙn«"�ÅnÚ0Æ0Æ(ÃmÕm±0§dÅnÚ�Æ0Æ(ÃAÒz±�Û
¾=¦�²5¶+®#¦�¯�Â5ÅnÚ0Æ�ÆiÆ�Æ0ÆW¦�§7·�Õm±0Ò�±
¾:Å\Í�Æ0Æ0Æ(Ë|ÈS¹5´�°'´=¬2°'²d´�·�¾=±�§(°�¦�«"§5¬
Í�ÆF°'±�³5«"¾=¬bÜfÌ(¶+´�¯'«"´=¬�ÝjÞ�ºj«$°'¹vF¦�§(¶7¦�®�¯'´=®"´=½�¦�§+¾=´A¿2¶5·+À0´�<´=§
°'¬cµ4±�¯
É Æ0Æ:Û2Í�Æ0Æ�·+±
¾=¶+<´=§
°'¬=Ëvß ¼ §P°�¦�²+®#´iÍWºS´F¾�¦�§�¬�´=´F°'¹5´F¥¤¦�§5¨�©Yª¦�§7·L²+³+¯'´�µ�½�¦�®"¶5´�¬iµ�±�¯{´�¦�¾�¹L°'±�³5«"¾0ËàÇ¤±�°'´�°'¹7¦�°i¥l¦�§5¨�©Yªá¦�§7·
²+³+¯'´�µm«"¬|½0´�¯�Â�¬�«"<«"®h¦:¯�ºj¹5´=§

nrel

«#¬\¾�®#±�¬�´�°'±
nirrel

Ãg«�Ë ´0Ëe°'±�³5«"¾
É�â Æ\¦�§7· É Ú0ã(Ë�ä5±�¯_¬�±�<´m°'±0³+«#¾�¬=Ã
²5³�¯'´�µ7²d´=¾�±0<´=¬_Æ(Ã�²5¶�°_¥¤¦�§5¨�©Yª
¬�¹+±�ºj¬j·+«$ª%´�¯'´=§
°S½�¦�®"¶+´=¬=Ã
µ�±�¯A´�Ä+¦�<³+®#´j°'±0³+«"¾ É ×�å|ºj¹+´�¯'´cºm´¤¹5¦:½0´
±�§5®$Â}°'¹+¯'´=´`¯'´=®"´=½0¦�§
°�·+±
¾=¶+<´=§
°'¬=Ë�ÈS¹5´`¯'´=®"´=½0¦�§
°�·+±
¾=¶+<´=§
°'¬
¦:¯'´<µ�±0¶+§7·P¦:°�¯�¦�§5¨(¬=»e×�å(Ã_Ú â Ã_¦�§5·Pæ0Ú{±�¶+°�±�µcÚ0ã0ÆWºj¹+«"¾�¹PÀ�«"½�´=¬
¥l¦�§+¨�©_ª�Ånæ�æ�Ê�Ë�çc§5±�°'¹5´�¯c°'±0³+«#¾|ºj«$°'¹`²+³+¯'´�µ�ÅnÆF«"¬n§(¶+e²d´�¯ É × É
ºj¹+´�¯'´W°'¹+´W±0§+®$Â�¯'´=®"´=½0¦�§
°F·+±
¾=¶+<´=§
°�¹5¦�¬e¯�¦�§5¨ÁÚ0ã�±0¶�°F±�µ\ã�æ�Ã
ºj¹+«"¾�¹iÀ0«"½�´=¬c¦bb¶5¾�¨�®"±�ºS´�¯c¥l¦�§5¨�©Yªv¦�°cå É Ê�ËzÈS¹+´¤¯'´�¦�¬�±�§iºj¹
Â
²+³+¯'´�µ_¾=¦�§5§+±�°cÀ0«"½�´�<´�¦�§5«"§5À�µ�¶+®y½�¦�®"¶5´=¬j¹+´�¯'´�«#¬j°'¹7¦:°c«"°l®"±
±0¨(¬n¦:°
½0´�¯�Â�µ�´�ºè«$¯�¯'´=®"´=½�¦�§
°�·�±
¾=¶5<´=§
°'¬=Ã�«"§é°'¹+´=¬�´W¾�¦�¬�´=¬F±0§+®"ÂÁ±�§5´i±�¯
°'¹�¯'´=´�·+±
¾�¶5<´=§
°'¬=Ë
Ñ(±0<´n¶+¬�´�¯'¬l·+±�§+±�°c¾�¦�¯'´|¦�²d±0¶+°j°'¹+´\®#±�ºm´�¯l¯�¦�§5¨i·+±
¾=¶+<´=§
°'¬=Ã

²+¶+°gºm´S°'¹5«"§5¨�¦cÀ0±
±(·e´�½0¦�®#¶5¦�°'«"±0§b<´�¦�¬�¶�¯'´S¬�¹5±�¶5®#·�¬�¹5±�º�«"µ7¦l¯'´=®$Û
´�½0¦�§(°S·+±
¾=¶+<´=§
°m<±:½�´�¬m¶5³F«"§<°'¹5´j¯�¦�§+¨�«"§+À+Ã�´=½�´=§<«$µy«"°m«"¬A«#§<°'¹+´
®"±�ºS´�¯n¯'´=À0«"±�§5¬=Ën¥l¦�§+¨�©_ª�ºj«"®#®_·�±<°'¹5«"¬=Ãd²5¶�°n¦�ºm´�¦�¨(§5´�¬�¬n«"¬l°'¹7¦:°
«$°cºj«"®#®YÀ�«"½�´\°'¹5´�¬'¦�<´�½�¦�®"¶5´\«$µ_°Eºm±�¬2Â�¬2°'´=<¬A¯�¦�§5¨i°'¹+´n¯'´=®"´=½�¦�§
°
·�±
¾=¶5<´�§(°'¬b¦�° É Ãm×
ÃSÍ É ÃSÍ0×�¦�§5·Á×0Í
ÃA×�å�Ãm×0ê
ÃS×�æv¯'´�¬�³d´=¾�°'«"½�´=®$Â
Ë
Ñ(±0<´c¶5¬�´�¯'¬Sºm±0¶+®h·F³+¯'´�µ�´�¯S°'¹+´lÎ+¯'¬2°m¯�¦�§+¨(«#§+Àe¦�§7·F¬�±0<´j°'¹5´l¬�´=¾�Û
±�§7·%ËLçè<´�¦�¬�¶�¯'´i°'¹5¦�°<¾=±�¶5®#·�µ�¦�½�±0¶�¯<±0§+´{±�µl°'¹5´=ë²7¦�¬�´=·é±0§
¶+¬�´�¯b³+¯'´�µ4´�¯'´=§5¾�´=¬e¾=±�¶5®#·P²d´F¶5¬�´�µ4¶5®m¦�§7·`§5±�°b½�´�¯�Â`¾=±�<³5®"«"¾�¦�°'´�·
°'±e¾=±0§+¬2°�¯'¶5¾�°�Ë
2.4 Future workÏQ´l¹5¦�½�´j§5±�°m¦�§5¦�®$Â�ì=´�·F¥¤¦�§5¨�©Yªi´�§5±0¶+À0¹<Â
´�°�ËY©�¬�³d´=¾�«h¦�®"®"Â<ºm´
§+´=´�·<°'±b°'¹+«#§+¨<<±�¯'´¤¦�²d±0¶�°A¬�«"À0§+«"Î5¾�¦�§+¾=´n°'´=¬2°'«"§5À|ºj¹5´=§i¶5¬�´�·F±0§
¦b¬�´�°c±�µ�Ì
¶5´�¯'«"´=¬=Ë

3. REFERENCESÖ É ØbÕlË7ím¶+¾�¨(®"´�Âi¦�§5·{©AËdÓ`Ë+Òz±
±�¯'¹5´=´�¬=Ë5¥c´�°�¯'«"´=½�¦�®s´=½0¦�®"¶7¦�°'«"±�§
ºj«"°'¹W«#§+¾=±0<³+®"´�°'´n«"§+µ4±�¯'F¦�°'«"±�§�Ë ¼ §`î(ï�ðzï�ñóò ô�õ+Ã+³7¦�À�´=¬
×0Í�ö
Ú�×
ÃdÇ¤´�ºp÷z±�¯'¨dÃ�Çl÷bÃ�ø\Ñ+ç�Ã5×�Æ0Æ â Ë%çcÕAÓúùY¯'´=¬�¬=Ë

Ö ×�Ø|Ð�Ë5ûl¯'ü0§5Ì(½(«"¬2°�Ë+çl§�´=½�¦�®"¶7¦:°'«#±�§W±�µY²5«$Ûz¦�§5·F°�¯'«"À�¯�¦�ý´=§+¯'«"¾�¹5´�·
®h¦:°'´=§
°j¬�´=F¦�§
°'«"¾\½�´=¾�°'±�¯j<±(·+´�®#¬=Ë ¼ §�þ�ÿyþ�����ñ��
���	��
	��������������	�����������	� ���!��"#�$�$%�&�('ëî�ï�ð�ï�ñ¤Ã5×�Æ0Æ�Í
Ë

Þ Èy±0³+«#¾ É�É Æn«"¬z§+±�°z«"§5¾=®"¶7·�´�·e«"§e°�¦�²5®"´lÍ¤¬�«#§+¾=´j«$°m¹5¦0·e§+±¤¯'´=®"´=½�¦�§
°·�±
¾=¶5<´�§(°'¬j¦:°c¦�®"®
ß ÈS¹5´j·+±
¾�¶5<´=§
°'¬yºm´�¯'´j¬�´=®"´=¾�°'´�·bµ4±�¯zF¦�§(¶7¦�®�¿2¶7·�À0´=<´�§(°'¬Y²5¦�¬�´�·±�§b°'±�³+Û É Æ�Æl®"«"¬2°'¬_µh¯'±0 Î5½�´z¬�«"<³+®#´S·+±
¾=¶+<´=§
°y¯'´�°�¯'«"´=½�¦�®(¬2Â�¬2°'´=<¬=ËÙ¤«"ª%´�¯'´=§
°eÀ�¯�¦0·+´�¬e±�µc±:½�´�¯'®#¦�³�À�¦�½�´�·+«$ª%´�¯'´=§
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